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ABSTRACT
Large Language Model (LLM)-based agents have showcased re-
markable abilities in simulating human-like behavior, prompting
widespread application across multiple fields. The growing use of
these agents brings to light the critical need for robust evaluation
metrics to assess their performance and for clear guidelines to di-
rect their use across various downstream tasks. In this literature
review, we identify three primary challenges in the evaluation of
LLM agents: the overlook of evaluation metrics, the absence of
a detailed taxonomy for aligning simulated humanoid behavior
data with specific downstream tasks, and the disconnect between
agent-oriented and task-oriented metrics. To tackle these issues, we
summarized existing evaluation metrics and developed a compre-
hensive taxonomy for the research goals and the evaluation of LLM
agents in simulating humanoid behavior. Through a systematic
literature review, we aim to provide guidance for researchers in
evaluating such LLM agents, ultimately mitigating the gap between
the evaluation and the downstream tasks.

CCS CONCEPTS
• Human-centered computing→ Human computer interaction
(HCI).

KEYWORDS
large language models, evaluation methods, generative agent, sim-
ulation, humanoid behavior

1 INTRODUCTION
The remarkable capabilities of large language models (LLMs) in pro-
ducing nuanced, human-like knowledge and behavior have sparked
significant interest in using LLM agents to mimic humanoid behav-
ior across various domains, including social system audits [40, 41],
entertainment [5], education [34], privacy [7], psychology [3], eco-
nomics [24], and judicial trials [21]. As shown in Fig. 1, the diverse
applications of LLM agents have led to the emergence of distinct
terminologies to describe their functionalities, including social sim-
ulacra, digital twin, and persona-based role-playing, each with its
unique focus:

(1) Persona-based role-playing enables human to act as fic-
tional characters and experience their emotion and behavior.
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Figure 1: Comparison of terms about LLM agents for simu-
lating humanoid behavior

These fictional characters represent a specific individual or
group, detailed with attributes such as demographic back-
ground, preferences, goals, and habits [7, 9].

(2) Digital twin aims to create a digital replica of a real person
and the environment in cyberspace, encompassing a wide
range of human attributes from physical and physiological
traits to cognitive performance and emotional states [35].

(3) Social simulacra is designed to generate multiple agents
to simulate social interactions within a specific social space,
defined by its goals and rules [41].

The three types of LLM agents are subsets of the LLM agents stud-
ied in this literature review. Despite their differences, we distill a
unified definition of LLM agents for simulating humanoid behav-
ior through the perception-cognition-action model [15]: an LLM
agent for simulating humanoid behavior is a digital entity that can
replicate human-like interactions and personalities, exhibit cognitive
skills for reasoning, decision-making, and planning, tackle diverse or
complex tasks, and execute non-predefined actions.

As such LLM agents become increasingly sophisticated and their
applications are getting more widespread, they underscores the
pressing need for both robust evaluation metrics to measure their
performance and clear guidelines for their application in diverse
downstream tasks. A systematic evaluation method is essential to
ensure that LLM agents can generate plausible human cognition
and behavior, maintain accuracy, consistency, stability, and safety,
as well as prove effective in real-world downstream tasks. Existing
evaluation metrics can be categorized into two types:
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(1) Agent-oriented metrics: These metrics evaluate the intrin-
sic and task-agnostic performance of LLM agents, includ-
ing believability of behavior [40], memorization [43], con-
sistency [43, 50, 52], hallucination [43], controllability [4],
exaggeration [9], robustness [43, 52], diversity [9, 10], and
empathy [7].

(2) Task-oriented metrics: These metrics are pertinent to the
specific downstream tasks performed by LLM agents, such as
the accuracy of responses to questions [49] and the success
rate in collaboration [31].

However, there are three main challenges when evaluating LLM
agents in simulating humanoid behavior for downstream tasks:

(1) The effectiveness of existing evaluation metrics has not been
widely recognized.

(a) One reason is the lack of uniformity in the definition of
evaluation metrics. For instance, Xiao et al. [52] proposed
consistency and robustness as two effective metrics for
measuring simulation believability. However, Cheng et al.
[9], based on its definition in the entertainment field, con-
sider believability to be the agent’s ability to provide the
illusion of life, and thus permits the audience’s suspension
of disbelief. Therefore, they criticized that believability is
susceptible to the biases and fallacies of human judgment.

(b) Another reason is that even if the definitions of evaluation
metrics are consistent, different evaluation purposes can
lead people to have different attitudes towards a metric.
For example, Shao et al. [43]. used memorization as one
of the evaluation metrics to assess whether an agent can
accurately portray a certain group of people. However,
the evaluation purpose of Cheng et al. [9]. was to assess
the agent simulation’s susceptibility to caricature (the
degree to which it overemphasizes unique traits of the
agent that stand out more than a relevant response to
the situation). This led them to believe that memorization
only reproduces already-known behavior and does not
facilitate new insight into human behavior.

(2) The existing evaluation metrics lack a clear taxonomy to
map the generated data into whether it is related to down-
stream tasks, and whether it can be obtained by automatic
calculation or through human evaluation.

(3) There is a gap between agent-oriented evaluation metrics
and task-oriented evaluation metrics.

(a) Task-orientedmetrics directlymeasure agents performance
in downstream tasks. However, it is not only necessary
to evaluate the outcomes of the task itself but also to as-
sess the data generated by the agent, as the quality of the
generated data directly affects the agent’s performance in
downstream tasks and can guide the fine-tuning of agent
simulation.

(b) Agent-oriented metrics target the generated data itself,
examining lower-level data validity without fully consid-
ering the downstream task during the evaluation phase.
This means that further abstraction and examination of
the generated data based on the downstream task are not
conducted. Therefore, even if an agent passes some met-
rics, it cannot truly prove the effectiveness of the data in

downstream tasks. For example, an agent might gener-
ate a sequence of latitude and longitude coordinates that
seems reasonable, but if these are actually applied to a
downstream task such as simulating a person’s movement
trajectory, then the trajectory formed by these coordinates
might not match the trajectory of a real person.

To address these challenges, it is necessary to summarize the ex-
isting evaluation practices of LLM agents in simulating humanoid
behavior. Yet, to the best of our knowledge, no survey has proposed
a systematic literature review about the evaluation methods and
deployment guidance for such agents.

Hence, wewant to address the following three research questions
in this literature review:

• RQ1:What are existing evaluation metrics for LLM agents
in simulating human behavior?

• RQ2: What is a comprehensive taxonomy to cover and cate-
gorize the evaluation metrics?

• RQ3: How can we identify a suitable evaluation method
by taking both the agents and the downstream tasks into
account?

Since evaluating LLM agents is a relatively new direction, we sur-
veyed both peer-reviewed papers from top-tier venues and pre-
print ones available on Arxiv. The final corpus comprises 45 papers,
meticulously selected from a pool of 815 publications since 2020, in
which the OpenAI published GPT-3.

In summary, by holistically examining the previous evaluation
metrics of LLM agents in simulating humanoid behavior, we find
that research in this field has significantly increased in the past six
months and has diverse applications, ranging from HCI to AI and
software engineering. Research on using LLM agents to simulate
humanoid behavior identifies two main goals: simulating human-
like behavior (e.g., social interactions and cognitive dynamics) and
applying simulations for further research. We summarize the ex-
isting evaluation metrics and build a comprehensive taxonomy to
cover and categorize them, which elucidate their applicable con-
ditions and bridge the gap between agent-oriented metrics and
task-oriented metrics. The detailedness of key demographic and
psychological attributes essential for crafting these simulations
leans towards a less intricate portrayal, indicating a strategic focus
on capturing essential human traits within current technological
constraints. We hope this literature review and the taxonomy can
not only steer researchers towards conducting more appropriate
evaluations, but also mitigate the gap between the evaluation and
the application of LLM agents for simulating humanoid behavior.

2 LITERATURE REVIEWMETHOD
We conduct a systematic literature review (SLR) to address our re-
search questions. Following previous guideline [38], we aim to
identify all relevant research papers that focus on applying LLM
agents to simulate humanoid behavior and give a balanced and un-
biased summary of the literature. We used four databases, including
Google Scholar, ACM Library, IEEE Xplore, and ACL Anthology,
as they are the primary online academic databases, and are widely
used in prior literature review [44, 53]. We did not restrict the pub-
lication venues because many of the LLM related paper are too
timely to be formally published in the peer-reviewed conferences
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Table 1: Inclusion criteria (IC) and exclusion criteria (EC).

Criteria

IC-1 The LLM agents in the paper simulate humanoid
behavior with implicit personality (e.g., preference
and behavior pattern) or explicit personality (e.g.,
emotion or characteristics).

IC-2 The LLM agents in the paper have cognitive activities
such as decision-making, reasoning, and planing.

IC-3 The LLM agents in the paper are capable to complete
complicate and general tasks.

IC-4 The LLM agents’ action set in the paper is neither
predefined nor finite.

EC-1 The study does not employ LLM agents for simu-
lation purposes but rather uses them as chatbots,
task-specific agents, or evaluators.

EC-2 The paper’s research objectives, methodologies, and
evaluations are not focused on simulating human-
like behavior with LLM agents, but rather on opti-
mizing LLM algorithms.

EC-3 The study primarily investigates the perception or
action capabilities of LLM agents without simulating
the cognitive process.

EC-4 The LLM agents are restricted to handling specific,
close-ended tasks.

EC-5 The agents’ actions are either predefined or limited.

or journals. Below, we detail our literature selection process, in-
cluding the scope of our literature review, the inclusion/exclusion
criteria, and the search terms.

2.1 Scope of literature review
Our literature review on LLM agents for simulating humanoid
behavior is centered on agents that emulate cognitive processes. As
depicted in Figure 1, these agents are primarily designed to replicate
human decision-making and reasoning, transforming cognition
into deliberate actions. Consequently, we scrutinized whether the
studies showcased the LLM agents’ ability to simulate human-like
behavior, particularly cognitive processes, within their research
objectives, methodologies, or evaluation techniques. Studies merely
concentrating on the perception or action capabilities of LLM agents
were excluded:

(1) Studies on perception, such as those involving LLM agents
in autonomous driving or robotics that utilize sensors or
computer vision for data collection, do not align with our
focus on simulation and were omitted from our review.

(2) We also excluded studies where actions are predefined or
limited (e.g., reinforcement learning agents operating within
a specific and close-ended task) or focus on concrete action
planning (e.g., a robot plans the movement trajectories in
the physical world).

SEARCH

SCREENING Remove duplicates

Title & abstract screening

Full text screening

DatabasesGoogle Scholar (812)

n=847

n=815

n=79

n=45

ACM Library (16)

IEEE Xplore (7) ACL Anthology (12)

Figure 2: Screening process.
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Figure 3: Trend of paper counts each month in the selected
paper (2023-2024).

2.2 Inclusion/exclusion criteria, search query
and screening process

In line with our research scope, we filtered papers using selection
criteria, summarized in Table 1. To be selected, a primary study
must satisfy all the inclusion criteria and no exclusion criteria.

We search the four databases using this string and retrieved a
total of 847 papers: (“large language model” OR LLM) AND
(agent OR persona OR "human digital twin" OR simulacra)
AND (simulat* OR generat* OR eval*) AND “human behavior”
AND cognit*.

Fig. 2 shows the screening process. After removing duplicates,
815 papers remained. These papers were independently screened
by two authors based on reading the paper titles and abstracts
to determine if they met the inclusion criteria. The independent
screening results were compared, and Cohen’s Kappa was calcu-
lated to be 0.844, indicating a strong inter-rater reliability. If at least
one author considered a paper eligible, it proceeded to the full text
screening stage, where two authors would read the full text and
discuss whether to include it. Our final set of selected primary stud-
ies has a total of 45 publications. Table 2 shows the final selected
papers grouped by the type of metrics.

3 RESULTS AND FINDINGS
3.1 Bibliometrics
Fig. 3 shows the trend of paper counts for each month from January,
2023 to Febuary, 2024. It shows that research in this field has sig-
nificantly increased in the past six months. Within the 45 selected
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Agent-oriented metrics

Park et al. [40], Lv et al. [33], Shao et al. [43], Cheng et al. [9], [20], Gerosa et al. [18], Jin et al. [25], Cai et al. [4], Wang et al. [48], Zhang
et al. [57], Chen et al. [7]
Task-oriented metrics

Sreedhar and Chilton [45], Xie et al. [54], Wang et al. [49], Gao et al. [17], Li et al. [31], Park et al. [40], Wu et al. [51], Frisch and Giulianelli
[16], Lu et al. [32], Mitsopoulos et al. [37], Chan et al. [6], Chuang et al. [10], He and Zhang [22], Pang et al. [39], Chuang et al. [12],
Coletta et al. [13], Antunes et al. [1], Zhang et al. [56], Jinxin et al. [26], Leng and Yuan [29], Li et al. [30], Taubenfeld et al. [46], Verma
et al. [47], Gui and Toubia [19], Zhao et al. [58], Kaiya et al. [27], Lee et al. [28], Chen et al. [8], Jin et al. [25], Wang et al. [48], Benharrak
et al. [2], De Winter et al. [14], Zhou et al. [60], Mishra et al. [36], Salminen et al. [42], Chen et al. [7]

Table 2: Selected paper
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Figure 4: Venues of the selected paper.
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Figure 5: Keywords of the selected paper.

papers, 35 were preprint on Arxiv or ResearchGate, 2 at CHI, 2 at
EMNLP, 1 at UIST, 1 at AAAI, 1 at NeurIPS, 1 at ASE, 1 at CHBAH,
and 1 at IVA, as shown in Fig. 4. This suggests that research on LLM
agents for simulating humanoid behavior is in a timely phase, with
the majority of papers in preprint. The applications of LLM agents
for simulating humanoid behavior extend across diverse venues,

ranging from HCI to AI and software engineering. Fig. 5 shows the
keyword cloud for the selected paper. Most of the keywords include
“large languagemodel(s)”, “LLM”, “generative agent(s)”, “persona(s)”,
“human-AI interaction” and “simulation”, aligning with our query.

3.2 Findings
3.2.1 Summary of existing agent-oriented evaluation metrics. We
summarized previous agent-oriented metrics into 9 categories:

(1) Believability of behavior [40]: The degree to which agents’
actions and responses in a simulated environment appear
realistic and convincing to human.

(2) Memorization/Replication [9, 18, 43]: The agent’s abil-
ity to recall relevant information about the character being
portrayed.

(3) Consistency [4, 7, 18, 20, 43, 50, 52, 57]:
(a) Consistency in agent’s attitudes, values, preference, etc.;
(b) Consistency in agent’s speaking styles, tones, and plots;
(c) Consistency in emotions (i.e., the change of emotions

should be continuous but not volatile);
(d) Consistency in reactions to context.

(4) Hallucination/Incredibility [7, 18, 43]: The agent’s ability
to discard knowledge and skills that it should not have.

(5) Controllability [4]: Measuring whether altering psycho-
logical traits can cause noticeable different behaviors for the
agent.

(6) Exaggeration [9]: The degree to which the agent is tailored
for specific traits compared with a neutral/base agent.

(7) Robustness/Stability [43, 52]: The agent’s ability to main-
tain robust when faced with perturbations, especially after
prolonged periods of acting.

(8) Diversity/Individuation [9, 10, 18, 20]:
(a) Diversity of multiple agents in specific attributes (e.g.,

opinions);
(b) Diversity for the global profile, i.e., differentiability from

other agents.
(9) Empathy [7, 42]: Measuring the leval of human’s emotional

or cognitive empathy toward the agent.

3.2.2 The taxonomy of research goals. The research goals for using
LLM agents to simulate humanoid behavior can be categorized into
two primary types: 1) for the purpose of simulating humanoid be-
havior and 2) by means of simulating humanoid behavior (Table 3).
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Research goals Detailed categories References

For the purpose of
simulating humanoid behavior

Simulating social behavior collaboration and social learning [6, 8, 29, 49, 51],
social networking [17, 23, 27, 37, 40], task coordina-
tion [31],trust [54], competition [58]

Simulating cognitive dynamics human strategies [45], subrational behavior [13], opin-
ion dynamics [10, 33], personality [4, 14, 22], social
scene [1]

Simulating the digital twins of famous figures [43, 60]
Simulating human conversation [56]

By means of
simulating humanoid behavior

Investigating problems in the simulation the influence of treatment variation on LLM’s gener-
ation [19], the bias of LLM generated personas [20],
the challenges in human-AI collaboration [59]

Categorizing the scope of simulation [9]
Evaluating the generated data the causal relationship of behavior over time [32],

the personality consistency and linguistic behavior
of LLM [16], the alignment between LLM and human
value [39, 57], the influence of portrait image on user
perception for LLM-generated personas [42]

Assisting the research in a specific domain education [25, 26], economics [30], game [55], soft-
ware engineering [18], writing [2], politics [11, 46],
psychotherapy [36], privacy [7], urban planing [47]

Table 3: The taxonomy of research goals.

Figure 6: The 10 most common attributes in the LLM agents
for simulating humanoid behavior.

In the first category, the focus is on simulating various aspects of
human-like behavior through LLM agents, such as studying social
interactions and cognitive processes. This encompasses efforts to
replicate social behaviors such as trust and competition, and under-
standing cognitive dynamics, which involves human strategies and
subrational behaviors. The second category simulates humanoid
behavior for further evaluation or research in specific domain. It
includes the analysis of the simulations themselves, such as iden-
tifying the issues that arise when simulating different treatment
conditions and investigating the biases of LLM-generated personas.
The research also focuses on the scope and validity of these simula-
tions, assessing their impact and exploring the causal relationships
of agent behaviors over time. Among the most impactful directions

are the applications of these humanoid simulations in a variety
of specific domains, such as education, economics, and writing,
signifying a broad relevance and utility in practical contexts.

3.2.3 The taxonomy of evaluation metrics. Table 4 shows the tax-
onomy of evaluation metrics, categorized by two dimensions (i.e.,
agent-oriented vs. task-oriented and automatic vs. human). Most of
the metrics are task-oriented and automatic. This highlights a pre-
dominant focus on automated evaluation of downstream tasks in
prior research, driven partly by the higher costs and complexities of
human assessment, and the straightforward insights derived from
task-specific evaluations. However, enhancing an agent’s down-
stream task performance requires more than just assessing task
outcomes. The quality of data produced by the agent is crucial,
as it directly influences task performance and informs the agent’s
simulation fine-tuning. Sole reliance on agent-centric metrics also
falls short, since passing certain metrics doesn’t guarantee the ef-
fectiveness in downstream applications.

3.2.4 The analysis of LLM agent attributes. In simulating humanoid
behavior, research concentrates on key demographic attributes
(Fig. 6) such as name, personality, age, gender, and occupation.
Attributes like role, educational background, personal interest, po-
litical leaning, and race are also significant, highlighting the value
placed on social and psychological facets of human behavior. We
rated the detailedness of these attributes in a 5-point scale. The
results shows a favor of less intricate portrayal, with the majority
of attributes falling in between 1 and 3. This suggests a deliberate
focus on capturing the essence of human traits while maintaining a
practical balance in the granularity of the simulation to suit current
technological capabilities and application needs.
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Table 4: The taxonomy of evaluation metrics.

Automatic Human

Agent-oriented personality, stability, hallucination, values, individuation, exaggeration,
controllability, memorization consistency, generation diversity, bias,
credibility, consistency, clarity, empathy

believability of behavior

Task-oriented Economics/game theory: completeness of strategies, consistency of
strategies with personality, adherence to the strategies, valid response
rate, distribution of amount sent, behavioral alignment (trust rate, lot-
tery rate, behavior dynamic), reward, probability distribution of ac-
tion, inflation rate, unemployment rate, nominal GDP, nominal GDP
growth, wage inflation, real GDP growth, expected monthly income,
consumption, purchase probability, expected competing product price,
distributions of number choices, collaboration type, price per round,
accumulated escaped count.
Simulated society: prediction accuracy, AUC, F1 score, MSE, MAE, pre-
diction error rate, temporal dissemination of events, emotional density,
positive attitude rate, information diffusion, relationship formation,
coordination within other agents, task completion time, LLM rated
winning rate, complexity of generated content, dialogue generation
quality, feasibility of action plans, guess accuracy, probability of social
connection formation, probability of reporting own draw, probability
of agents’ motivations, distribution preferences, degree of reciprocity,
percent of social welfare maximization choices, customer counts, imi-
tation and differentiation behavior, proportion of similar and different
dishes, average dish scores, price consistency between competitors,
police success rate, club preference, accuracy of information gathering,
probabilities of receiving, storing, and retrieving the key information
across the population, rationality of the agent memory, information
entropy, attitude change, success rate for coordination (identification
accuracy, workflow correctness, alignment between job and agent’s
skill).

Simulated society: comprehensive efficiency,
effectiveness, and usability of the system,
human rated winning rate, relevance of the
created artefacts, ramification of the scenar-
ios, errors in the prompting sequence

Writing: factual error rate, LIWC counts, consistency with the scenario
and characters, quality and logical coherence of the script content, text
understanding, creative writing abilities, reasoning abilities.

Writing: quality of feedback.

Public health: correlation between predicted and real results.
Cognitive modeling: authenticity, rationality.
Question-answering system: classifcation accuracy, Kappa correlation
coefficient, naturalness, coherence, engagingness, groundedness.
Opinion dynamics: bias, diversity, wisdom of crowd effect, human like-
ness index, extreme values, attitude score
Personality test: MBTI score, SD3 score, average happiness value per
time step, Big Five Inventory score.
Teacher training: knowledge level of agents in understanding, imple-
mentation, and analysis; density of knowledge-building.

Teacher training: proportion of interaction
behavior, willingness to speak, effectiveness
of questioning.

Urban studies: agent perceived safety, agent perceived liveliness
Conversation: consistency, human-likeness, engagement, quality, safety,
correctness
dialogue for psychotherapy: gender-age consistency, persona consis-
tency, psychotherapeutic approach correctness, politeness correct-
ness, interpersonal behaviour correctness, perplexity, BERTScore-F1,
Response-length

dialogue for psychotherapy: fluency, consis-
tency, non-repetitiveness

Algorithm audits: clarity, compassion, com-
pleteness, consistency, credibility, empathy,
similarity, stereotypicality, transparency, hu-
man perceived connection between per-
sonas and system outcomes
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