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ABSTRACT
Despite the remarkable capability of Large LanguageModels (LLMs)
to process a broad spectrum of inputs and outputs in various tasks,
existing evaluation methodologies, including both benchmarks and
human evaluations, struggle to capture the nuanced performance
of LLMs or are not scalable. Recent initiatives have leveraged LLMs
as evaluators to achieve more scalable and generalizable assess-
ments of model performance, yet this approach raises concerns
about the inclusiveness of the perspectives represented in these
evaluations. To encompass the perspectives of diverse individuals,
we propose a preliminary workflow for simulating the evaluations
of a wide range of individuals through LLMs by iterating between
constructing user models of representative users and expanding
the diversity of the representatives. This method aims to create a
more inclusive evaluation framework that can help LLM modelers
or system builders to gain a more comprehensive sense of their
model’s performance across diverse inputs, tasks, and users.

1 INTRODUCTION
As Large Language Models (LLMs) become more capable, their abil-
ity to process a wide array of inputs and outputs allows them to
undertake diverse tasks and engage in complex interactions with
diverse users. For instance, while researchers previously proposed
models that could perform conversational question-answering (Con-
vQA) in highly specialized types of text [2], a single state-of-the-art
LLM can provide relevant responses for diverse domains and di-
verse audiences spanning various age groups, interests, and levels of
expertise [13, 14]. While models were frequently evaluated through
benchmarks that provided a set of challenging inputs to the model
with clear reference outputs, as LLMs can handle diverse tasks with
many being open-ended—different outputs can satisfy the same
input—this evaluation approach falls short of adequately assessing
LLM performance [12]. Furthermore, human evaluation methods,
where human annotators assess generated outputs, are excessively
costly to gain a generalizable view of model performance as it
would require a large set of annotators to each assess a large set of
outputs [6]. Consequently, there has been a move towards employ-
ing LLMs as annotators to simulate human evaluations, aiming for
more generalizable evaluation results [1, 4, 10, 15, 16, 19]. These
approaches use LLMs to annotate the quality of model outputs
based on well-known general quality metrics or specific criteria,
covering dimensions as objective as “grammar” and as subjective
as “helpfulness”.
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However, LLM-based evaluation methods have their limitations,
notably in their failure to encapsulate the perspectives of diverse
individuals. Prior studies argue for using LLMs as alternatives to
human evaluators by demonstrating how the agreement between
LLM evaluations and the aggregated evaluation of a small set of
humans is comparable to the agreement between human evalua-
tors [20]. However, having a comparable agreement to the agree-
ment between human evaluators does not indicate that the LLM
is reflecting the diverse perspectives of human annotators in its
evaluations. For one, while disagreement in human annotations
can arise from differences in perspective [7, 8], comparing LLM
evaluations to the aggregated evaluations of humans ignores these
differences and it is unclear whose perspective the LLM is aligning
with. Additionally, as LLMs are frequently tuned on the aggregated
preferences of users, prior work has demonstrated that these mod-
els can be biased in their perspectives and opinions [3, 5, 11]. As a
result, LLM evaluations may be biased towards the perspectives of
specific groups and, if LLMs or LLM-based pipelines are optimized
according to these evaluations, it could lead to the reinforcement
of these biases and the development of systems that only cater to
particular user groups.

This position paper proposes a preliminary workflow that can
enable researchers to leverage the scalability of LLM-based evalua-
tion methods while reflecting the diverse viewpoints of a diverse
populace. The workflow involves a two-step process: (1) verifying
that LLM can simulate representative individuals by constructing
comprehensive user models, and (2) expanding on the set of repre-
sentatives to sufficiently cover a diverse populace.

2 HOW TO ENCOMPASS MULTIPLE
PERSPECTIVES AND LEVERAGE THE
SCALABILITY OF LLMS?

To encompass multiple perspectives while preserving the scalability
in evaluation that can be provided by LLMs, we propose a two-step
preliminary workflow that researchers can follow: (1) verifying
that LLM can simulate selected individuals or groups by construct-
ing comprehensive user models, and (2) expanding on the set of
representatives to sufficiently cover a diverse populace. We also
suggested more detailed questions that need to be investigated to
realize each sub-step in this preliminary workflow.
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2.1 Can LLMs Simulate the Perspectives of
Representative Individuals or Groups?

A critical issue in utilizing LLMs as evaluators is that it is unclear
whose opinions and perspectives the LLMs are reflected in their
evaluations, and whether LLMs can align their evaluations with
diverse individuals. We propose that researchers should first sys-
tematically investigate this issue by assessing the alignment of LLM
evaluations with a few representative individuals or groups, and
exploring techniques to steer the LLM to reflect the perspective of
these individuals or groups. Instead of immediately investigating
whether the LLM can simulate numerous and diverse individuals,
we suggest that researchers should first assess whether the LLM
can simulate a few but significantly distinct representative indi-
viduals in a consistent and scalable manner (i.e., on diverse inputs
and outputs). By focusing on representatives, researchers can focus
on assessing how to model or represent users to an LLM to simu-
late their evaluations. In particular, various prior methods for user
modeling can be tested: surveys [9], personal characteristics [21],
profiles [17], and past artifacts/annotations [18]. By assessing and
comparing several user modeling methods, researchers can under-
stand how well LLMs can follow an individual’s evaluation patterns
and how to effectively model individuals with LLMs.

For this first step, we propose the following process for how
researchers can employ LLM-based evaluations that can faithfully
simulate individuals’ perspectives. First, recruit representative indi-
viduals based on the specific task being evaluated. To recruit them,
understanding who the target users is key. This involves identi-
fying distinct dimensions to segment the user population such as
demographic traits, skill levels, cultural backgrounds, or particular
needs the LLM is designed to meet. If there’s uncertainty about
these dimensions, researchers can conduct pilot studies to help
pinpoint user characteristics that significantly impact the perceived
experience. For example, if the task is to translate between English
and Korean, the researchers need to recruit participants who are
capable in English and/or Korean at different levels. Second, ask
participants to evaluate sample outputs from the application and
collect information from participants to construct user models that
can be most suitable to simulate each individual. Then, researchers
need to check whether the LLM simulated evaluations have a statis-
tically significant correlation with the annotations from individual
human participants. If not, researchers need to enrich their user
model of participants by receiving more detailed information before
simulating the annotation again with more samples. For example,
researchers can obtain more annotated samples and rationales on
annotations, or ask clarification or follow-up questions to partici-
pants about their context and backgrounds. With this additional
information, LLMs can possess more context to learn or infer the
users’ objectives, experiences, values, and backgrounds that might
be necessary to simulate each individual. If the LLM is able to
simulate multiple individuals after multiple rounds of iteration,
then researchers can employ the LLM and user models to scal-
ably evaluate a larger set of input/output samples while reflecting
more perspectives to a certain degree—enabling more generalizable
assessments.

2.2 How to Expand the Simulation to
Encompass the Diversity of Individuals?

Even if we can sufficiently simulate a few representative users
related to the task at hand, it is necessary to validate that the repre-
sentatives fully represent the diversity among potential users and
to identify if there are any blind spots in the represented users.
However, since diversity can be defined on an infinite scale, it can
be challenging to systematically identify those gaps and missing
perspectives. To identify who should be additionally recruited, we
suggest that researchers employ two different approaches. First,
researchers need to analyze the explicit human characteristics of
the current representatives (e.g., demographics, expertise, perspec-
tives) to identify possible gaps. This involves reviewing the range
of viewpoints expressed, the variety of backgrounds, and the scope
of expertise covered. By mapping these factors against the intended
audience or user base, researchers can pinpoint underrepresented
areas. Second, researchers can also find gaps by uncovering more
implicit characteristics in the users. For example, researchers can
ask annotators to provide rationales or explanations for their evalu-
ations, which can be used to uncover the annotator’s implicit values,
requirements, or intentions. By finding missing perspectives based
on these implicit characteristics, researchers can identify differences
between individuals that were difficult to notice solely through the
explicit characteristics but that may have a more direct impact on
users’ assessments of output.

Subsequently, researchers can conduct targeted recruitment to
focus on filling these gaps by seeking out individuals from these
underrepresented user groups, ensuring that a more inclusive range
of perspectives is considered. With the additionally recruited par-
ticipants, researchers can conduct the annotation and simulation
steps in Sec.2.1 again. By iterating through this loop and gradually
involving more diverse individuals in the evaluation, LLMmodelers
and application builders can construct a more comprehensive and
diverse set of simulated evaluators to understand where a model
or system succeeds or fails based on the perspectives of different
users, and what aspects need improvements to satisfy a broader
range of people.

Though encompassing diversity is an important problem, di-
versity can be defined on an infinite scale. To expand the pool of
simulated evaluators systematically, we suggest regarding diversity
within the scope of whether that diversity can change outputs and
user experiences.

3 CLOSING THOUGHTS
To conduct evaluations that can encompass the perspectives of
diverse people, we propose the following preliminary workflow: (1)
employing LLMs to simulate the perspective of representative indi-
viduals, and (2) expanding the represented users to run simulations
that encompass a more diverse populace. Even if we can simulate
and gather the opinions of diverse individuals, researchers need
to conduct considerable exploration to determine whose opinions
should be given more weight when making decisions about the be-
havior of the system, and to design novel strategies for governance
or aggregation for the world of LLM-as-evaluators.
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