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ABSTRACT
Large Language Models (LLMs) present promising opportunities
within mental health domains, yet integrating LLM-infused sys-
tems in clinical settings still raises concerns regarding LLM’s safety
and controllability. In this encore paper, we reflect on our CHI
2024 paper on MindfulDiary, an LLM-driven conversational diary
app that utilizes LLMs to help psychiatric patients document their
daily experiences through conversation. Developed in collabora-
tion with mental health professionals, the app was deployed in a
four-week field study with 28 patients diagnosed with major de-
pressive disorder and five psychiatrists. We particularly expand
on the process of preliminary testing and auditing MindfulDiary’s
LLM-driven chatbot before and during its deployment to individ-
uals with mental health issues, offering insights into integrating
LLM-driven chatbots in clinical mental health settings.

1 INTRODUCTION
Recent progress in Natural Language Processing through large
language models (LLMs) has created new possibilities for devel-
oping chatbots capable of engaging in more natural conversa-
tions [2, 3, 8, 17, 25]. Particularly, the advantages of LLM-driven
chatbots, such as their conversational flexibility and adaptabil-
ity [16, 21], have become notable in challenging areas like men-
tal health support. For example, GPT-3.5 has shown empathetic
characteristics by recognizing emotions and providing emotionally
supportive responses, especially in healthcare environments [20].
These models sometimes exhibit capabilities in empathy-related
tasks, demonstrating encouraging outcomes in comparison with
human performance [1, 5, 19].

Despite their opportunities, the inherent unpredictability in
LLMs’ text generation necessitates caution to mitigate the risk of
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unintended or inaccurate replies [6, 8, 10, 24]. For example, a mental
health therapy chatbot using GPT-2 sometimes created nonsensi-
cal sentences or tended to generate more negative than positive
responses [24]. Similarly, Replika, an app powered by LLMs for
enhancing mental well-being, has been known to produce inappro-
priate content and show problematic conversational patterns [12].
Thus, for the effective use of LLM-driven chatbots in clinical and
mental health settings, it’s crucial that their development involves
collaboration with domain experts to ensure the relevance and
safety of their interactions.

In this paper, we share a case study of MindfulDiary [9], focusing
on the evaluation measures during the development. MindfulDiary
is a mobile application designed to assist psychiatric patients by doc-
umenting their daily experiences in a clinical mental health setting
through conversations with a chatbot driven by LLMs. To conduct a
four-week field deployment study with psychiatric patients as par-
ticipants, we engaged in an iterative design process. This process
encompassed various approaches to ensure the safety of the LLM’s
output throughout its development, including a prompt workshop
with mental health professionals (MHPs), the generation of syn-
thetic dialogue data from evidence-based patient personas, and a
pilot study utilizing a Human-in-the-Loop (HITL) approach. Reflect-
ing on these measures, we provide insights into integrating MHPs’
perspectives into the development and evaluation of LLM-driven
applications in the mental health context.

2 BACKGROUND: MINDFULDIARY
2.1 Motivation of MindfulDiary
Journals act as a documented reflection of an individual’s previous
experiences, emotions, and thoughts, facilitating authentic expres-
sion [22, 23]. Research has highlighted the benefits of journaling
within clinical settings, where journals often record patients’ daily
lives, symptoms, and additional relevant information that is difficult
to obtain during short clinical visits [7, 27]. Nonetheless, reflecting
on past emotions and thoughts through writing can be intricate,
as individuals vary in their capacity to recognize, comprehend,

https://orcid.org/0000-0001-8578-5342
https://orcid.org/0000-0001-5268-3331
https://orcid.org/0000-0002-2681-2774


1st HEAL Workshop at CHI Conference on Human Factors in Computing Systems, May 12, Honolulu, HI, USA Kim, et al.

Figure 1: Main screens of the MindfulDiary app. (a) The main screen, (b) the journaling screen, (c) the summary screen shown
when the user submitted the journal dialogue, and (d) the review screen displaying the user’s past journal.

and articulate their feelings [18]. Furthermore, patients undergoing
psychotherapy face challenges in creating narratives and compre-
hending their experience [4, 15].

To address these challenges, we present a case of collaborative
design, development, and evaluation of an LLM-infused conversa-
tional AI system. MindfulDiary [9] is designed to facilitate the
self-reflection of patients and communication with MHPs. The
MindfulDiary system consists of (1) a mobile conversational AI
with which patients can converse about their daily experiences and
thoughts and (2) a web dashboard that allows MHPs to review their
patients’ dialogues with the LLM. In this paper, we focus on the
development of the patient interface, where the LLM interacts with
the patient.

2.2 LLM-driven Chatbot in MindfulDiary
The primary function of MindfulDiary is to engage users in dia-
logues that assist them in documenting their daily experiences. To
achieve this, the chatbot within MindfulDiary is designed to gener-
ate context-sensitive prompts that encourage users to share more
comprehensive details about their activities, feelings, and emotions
(Figure 1). The conversational model of the chatbot was informed
by findings from psychiatric research [13, 14], encompassing es-
sential methods for conducting clinical interviews. Additionally,
we enriched the chatbot’s design with the practical insights gained
from focus-group discussions with practicing psychiatrists.

Consequently, we structured the dialogue into three distinct
phases: Rapport Building, Exploration, and Wrap-up. The Rapport
Building phase serves as an introductory ice-breaker, focusing on
light-hearted conversations about the user’s day. During this phase,
the assistant shares small pieces of information to promote user
openness, drawing on evidence that chatbot self-disclosure fosters

greater user engagement [11]. The primary aim here is to cultivate
a comfortable atmosphere for users to share their experiences. Mov-
ing into the Exploration phase, the focus broadens to a deeper dive
into the user’s daily life, emotions, and thoughts, using a blend of
open and closed questions to keep the user involved in the conver-
sation. Open questions are designed to encourage a more expressive
sharing of feelings and perspectives, whereas closed questions aim
to gather precise details about the user’s experiences [13, 14]. The
dialogue then shifts to theWrap-up phase, which aims to conclude
the session while ensuring the user has thoroughly expressed their
experiences. In addition to these main phases, we introduced a
Sensitive Topic phase designed to address highly delicate issues,
such as self-harm or thoughts of suicide. Activation of this phase
triggers immediate alerts to psychiatrists.

It is recognized that lengthy and complex input prompts can lead
to reduced task performance in LLMs [3], as they may neglect es-
sential underlying concepts [26]. To ensure the LLM adheres to our
specific conversational design, we constructed the dialogue system
of MindfulDiary as a state machine. This approach involves using
distinct, concise, and clear input prompts for each conversation
phase rather than a single, comprehensive prompt that encompasses
instructions for all stages (see Figure 2).

3 APPROACHES TO EVALUATING
MINDFULDIARY’S LLM-DRIVEN CHATBOT

In the development of MindfulDiary, we designed and conducted
diverse evaluation measures in collaboration with MHPs before
individuals with mental health issues directly interacted with Mind-
fulDiary. Especially for LLMs, given their inherent limitations in
predicting and controlling the behavior and output of the LLM, it



MindfulDiary 1st HEAL Workshop at CHI Conference on Human Factors in Computing Systems, May 12, Honolulu, HI, USA

Figure 2: Structure of MindfulDiary’s conversational pipeline. (1) Users respond to MindfulDiary’s messages. (2) The recent
turn count, current state, and whole user-MindfulDiary dialogue are fed into Dialogue Analyzer. (3) Using the output of
Dialogue Analyzer, a designated state prompt, a summary of dialogue (containing overall dialogue context), and the latest three
conversation turns are fed into Response Generator. The resulting response is then displayed to the user. Both the Dialogue
Analyzer and Response Generator operate based on the GPT-4 LLM.

was crucial to explore how we could systematically and effectively
simulate the patients’ utterances and evaluate the model’s outputs
and patterns. In the following sections, we detail the approach taken
to evaluate the MindfulDiary system.

3.1 Prompt Design Workshop
As a first step to incorporate expert evaluation and review through-
out the system’s development, we conducted a review of the terms
and expressions contained within the prompts for LLMs. For this
purpose, we held prompt workshops with MHPs. Understanding
that the appropriateness of the LLM behavior hinges on the suitabil-
ity of these prompts, we engaged MHPs to utilize their expertise.
They were briefed on the importance of prompts for LLM behav-
ior and the fundamentals of prompt engineering, after which they
reviewed and provided feedback on the early version of prompts.

Their expertise was crucial in assessing the prompts’ suitability
for clinical settings, offering a platform to evaluate terminology
and strategies effectively. Specifically, they provided feedback from
a procedural perspective. For example, they highlighted the impor-
tance of offering messages of encouragement before the chatbot
presented its first question, acknowledging the user’s decision to
engage with the app. They also provided feedback on enhancing the
instructions with examples from their experience. For instance, they
suggested adding more descriptive sentences to the term ‘greetings’
in the existing prompts with specific question samples, such as
“Have you eaten lunch?" or “How was the weather today?", to start
the conversation. They mentioned that providing such specific and
easy-to-answer questions allows patients to begin sharing their
stories easily.

3.2 Interaction-Based Evaluation with MHPs
After incorporating feedback from MHPs into the prompts, we pro-
ceeded with the evaluation of MindfulDiary’s chatbot, involving
five clinical psychologists and three psychiatrists. In this evalua-
tion, MHPs directly interacted with our LLM pipeline, simulating
potential patient utterances based on their clinical experience to
assess the model’s responses and identify any problematic outputs
and scenarios. However, during these experiments, we realized
that providing one response, as if simulating a patient interface,
made it challenging for MHPs to understand patterns or tenden-
cies in the LLM’s behavior due to its characteristic of generating
varied responses each time. Consequently, professionals attempted
to grasp the LLM’s behavioral patterns by repeatedly inputting
the same utterances they were focusing on. This turned out to be
a time-consuming and inefficient task. To address this and facili-
tate a better understanding of the model’s behavior, we designed
a test module capable of generating five responses for the same
input. This allowed professionals to more effectively observe the
model’s response patterns and identify problematic cases. The mod-
ule also enabled experts to label sentences that the model should
not generate and provide a text input field for qualitative feedback.

Through this process, we gained a detailed understanding of
the scenarios that concerned MHPs and the potential utterances
patients might express in such contexts. Notably, MHPs evaluated
messages that contained implicit or explicit references to thoughts
or actions of suicide or self-harm. The input data gathered from
MHPs during this phase proved to be invaluable for our develop-
ment, diverging significantly from the researcher’s initial expecta-
tions in terms of content, expression intensity, and input categories.
Additionally, this input data served as a test set for researchers to
examine the effects of prompt revision.
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Category Details
Background Minji is a Korean teenager living in Seoul with her parents and younger brother. She has always been a

high achiever, excelling in academics and sports, but lately, she has been struggling to keep up with her
responsibilities.

Symptoms Minji suffers from bipolar depression, which manifests as extreme mood swings. Sometimes she feels elated
and invincible, while at other times she is overwhelmed by sadness and hopelessness. She struggles to
maintain stable relationships with family and friends.

Treatment Minji’s parents have taken her to see a psychiatrist who has prescribed medication along with therapy
sessions. While the medication helps stabilize her moods, the therapy sessions are helping her develop
coping mechanisms for dealing with her depression.

Table 1: Evidence-based patient persona named Minji created via GPT-4

3.3 Evaluation Using Synthetic Patient Dialogue
Evaluation through direct interaction with the LLM pipeline was
valuable for understanding the model’s behavior by simulating
specific scenarios thatMHPs aimed to explore. However, the process
of creating conversations one by one with a limited number of
experts was insufficient to generate a comprehensive number of
cases. Additionally, there were limitations in reviewing dialogues
at a session level rather than at a sentence level.

To overcome this challenge, we generated synthetic dialogues us-
ing LLMs and evidence-based patient personas. This step involved
close collaboration with psychiatrists to ensure that the created per-
sonas accurately reflected real clinical experiences. These patient
personas were designed with three primary symptoms (bipolar
disorder, self-harm, and strong suicidal impulses) across three age
categories (adolescent, adult, elderly), resulting in a framework of
nine distinct characteristics. Initially, we used the LLM to create syn-
thetic personas, complete with patient names, ages, backgrounds,
symptoms, and treatment information, to ensure a diverse range of
scenarios. Table 1 provides an example of such a persona.

Subsequently, we generated dialogues between virtual patients,
driven by the LLM and our conversational pipeline. We sent these
synthetic dialogues to MHPs in the form of spreadsheets, allow-
ing them to provide feedback on the entire session and specific
lines where issues were identified. This approach enabled us to
gather feedback on a significantly larger number of conversations
compared to earlier methods.

3.4 Pilot Test Under the Oversight of MHPs
After reviewing previous evaluation processes, we conducted our
initial pilot test with patients using MindfulDiary. However, we
anticipated the risk of patients, encountering the system for the first
time, might use the app in unintended ways under uncontrolled
situations. Therefore, it was necessary first to understand how real
patients would interact with the system and observe any character-
istic patterns and utterances under the supervision and control of
experts. To this end, we developed a monitoring module and proto-
col that allowed MHPs to intervene in the interactions between the
patient and MindfulDiary, pre-screening and approving the LLM
outputs in real-time before they were delivered to the patient. The
pilot study involved five patients who were currently admitted to a
university hospital but were about to be discharged soon.

The psychiatrists could preview and validate the generated out-
put from the LLM before it was delivered to the patient, thereby
ensuring safeguards against potential hazards. Additionally, dur-
ing this user evaluation process, experts could label problematic
outputs for improvement, similar to the expert evaluation process.
Through this verification with patients, we were able to identify
behavioral characteristics that had not been expected before. For ex-
ample, the speed at which patients interacted with the system was
significantly slower than we had anticipated, and in some cases,
conversations ended without completing key stages like ‘explo-
ration.’ We also discovered a pattern of behavior where patients
would provide very long responses to a single question, leading to
excessively lengthy LLM outputs that made it difficult to generate
understandable follow-up prompt questions. No critical scenarios
related to patient safety were identified. This verification process
served as an important checkpoint in assessing whether the app
was ready to be deployed to patients in the real world.

4 REFLECTION ON MINDFULDIARY
DEVELOPMENT

During the development of MindfulDiary, we were able to learn
important lessons about evaluating LLM-driven chatbots within
the context of mental health. We realized the importance of contem-
plating how to reflect the knowledge and expertise of MHPs from
various perspectives throughout the development process. The eval-
uation method of MindfulDiary, including the prompt workshop,
the interaction processes between the LLM and experts simulating
patients, and the generation of synthetic patients based on expert
knowledge, were all conducted by the same professionals. How-
ever, these activities provided a unique environment that allowed
them to evaluate the system from multiple angles in terms of safety
and relevance to mental health. Notably, HCI researchers played a
crucial role in designing and implementing protocols and systems
that effectively incorporate the domain expertise of professionals
from various perspectives.

We also recognized the need to gradually expand the scope and
content of evaluation to provide safe LLM output for individuals
with mental health issues. We underwent four stages of expert-
involved evaluation before reaching the stage where potential users
interacted with the LLM. Although not covered in this paper, a real-
time monitoring protocol and system for expert intervention in
problematic situations was also developed and operated during
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the deployment. Particularly noteworthy is that during the initial
evaluation phases, professionals simulated patient interactions to
predict and model potential user inputs. However, as we progressed
to direct interactions with patients, we encountered unforeseen
user inputs and corresponding responses from the LLM. Therefore,
it may be important to gradually expand the scope and content of
the evaluation to enable researchers to anticipate and respond to
these unexpected inputs and scenarios.

In sum, in this paper, we introduced methods for evaluating LLM-
driven chatbot systems targeting individuals with mental health
issues.We hope for constructive and in-depth discussions on the use
of LLMs for vulnerable groups that require careful consideration
within the HCI community.
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