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Abstract
Content moderation on social media comes with several challenges
and open questions. Specifically, the moderation of hate speech
proves to be intricate as it is highly dependent on context. User-
controlled filtering could constitute one building block to allow for
better context-sensitive hate speech filtering and foster safer online
environments. Here, we present the importance of giving a subset
of moderation decisions to the user and evaluate the potentials of
LLMs within user-controlled content filtering on social media.
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1 Motivation
Hate speech on social media remains a persistent challenge [2, 3].
While content moderation aims to foster safer online environments,
existing approaches struggle with the complexity and context-
dependence of hate speech. Automated moderation tools offer
scalability but often fail to capture nuance, leading to over- or
under-moderation [1]. One-size-fits-all solutions risk marginalizing
vulnerable communities or failing to protect those most affected by
online hostility.

A promising alternative lies in user-controlled content filters,
which allow users to tailor moderation according to their specific
needs. This approach holds potential to improve context-sensitivity
and mitigate the pitfalls of rigid, top-down enforcement. My work
investigates how large language models (LLMs) can support this
paradigm. Unlike previous moderation tools, LLMs enable dynamic
filtering capabilities such as expanding keyword filters with ad-
jacent terms, generating counter-speech, or rephrasing harmful
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content in more neutral language. Yet, their role in user-centered
moderation remains underexplored.

This paper proposes integrating LLMs into user-controlled fil-
tering as a novel contribution to the content moderation literature.
I argue that LLMs can meaningfully augment personalization, pro-
vided they are evaluated for fairness, usability, and effectiveness. I
outline design and implementation pathways that consider partici-
patory methods, including user studies, A/B testing, and cognitive
burden assessments.

The theme of this workshop, *Mind the Context*, aligns closely
with my work: first, by emphasizing the need for moderation de-
cisions that respect the sociolinguistic and cultural contexts in
which hate speech occurs; second, by investigating how emerg-
ing technologies like LLMs shift the power dynamics and ethical
considerations of moderation.

I hope to contribute to ongoing conversations about how LLMs
can support diverse user needs in a transparent and participatory
manner. My aim is to design moderation tools that are both adaptive
and accountable, and I welcome the opportunity to engage with
others exploring the intersection of AI, ethics, and human-centered
design.

2 The Case for User-Controlled Content Filters
The prevalence of hate speech on social media has become a persis-
tent concern for both users and platform administrators [12–14].
While social media platforms facilitate engagement and information
exchange, they also provide a space for harmful content to spread.
Content moderation—the process of managing user-generated con-
tent to foster collaboration and prevent misuse—is a central mecha-
nism for mitigating these harms [7, 9]. However, moderating hate
speech remains highly challenging due to biases in automated de-
tection, limited contextual awareness, and inconsistent definitions
of harmful content [8]. These limitations often lead to dispropor-
tionate impacts on marginalized communities, either through over-
enforcement that silences counter-speech [1] or under-enforcement
that fails to curb harassment [4].

Content moderation can be categorized into three primary types:
platform moderation, community moderation, and personal moder-
ation [10]. Platform moderation, typically enforced by automated
systems and content reviewers, plays a crucial role in enforcing
policy guidelines but struggles with bias and lack of contextual
nuance. Automated tools often fail to distinguish between different
uses of slurs (e.g., hate speech vs. reclaimed language) [1, 5] and
exhibit inconsistent performance across languages and dialects [15].
These shortcomings highlight the inadequacy of one-size-fits-all
moderation approaches, particularly in diverse and dynamic online
communities.

User-controlled content filtering has emerged as a promising
alternative, allowing individuals to tailor content filtering to their
specific needs [10]. This approach offers flexibility in adapting to
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evolving language and social norms while potentially addressing
implicit hate speech that automated systems struggle to detect [10].
Studies suggest that many users prefer user-controlled filtering
over rigid, platform-driven moderation [11]. However, this model
introduces new challenges, including concerns about increased
cognitive burden, the risk of creating ideological echo chambers,
and the difficulty of designing intuitive filtering mechanisms that
align with user intent [10].

Despite growing interest in user-controlled filtering, research
on its effectiveness remains limited. Existing third-party tools offer
some degree of customization, but their impact on mitigating hate
speech has not been comprehensively studied. This gap underscores
the need for further research into user preferences, usability chal-
lenges, and the development of robust filtering tools that balance
customization with accessibility.

My work explores user-controlled filtering, supported by LLMs,
as a means to reduce exposure to hate speech. By integrating LLMs
into user-controlled filtering, I aim to investigate how personal-
ized moderation can enhance user agency while addressing the
limitations of platform-driven approaches.

LLMs offer new opportunities for improving content moderation
by enhancing context-sensitivity and allowing more nuanced filter-
ing decisions. Traditional automated moderation often struggles
with implicit hate speech, reclaimed slurs, and cultural context,
leading to both over- and under-enforcement. LLMs, when care-
fully fine-tuned, could provide more adaptable filtering options,
helping users customize moderation settings to better reflect their
needs. However, the use of LLMs in this domain also raises critical
challenges, such as bias in model outputs, computational costs, and
the risk of amplifying existing moderation disparities.

To advance this research, I investigate the following key ques-
tions:

• How can LLMs improve the context-sensitivity of user-controlled
filtering for hate speech moderation?

• What are the usability challenges and ethical concerns in
integrating LLMs into user-controlled content filtering?

• How can such filtering be designed to balance user agency
with concerns about the (ir)reliability and potential biases
of LLM outputs and cognitive burden?

By addressing these questions, my work seeks to develop fairer,
more transparent, and user-driven moderation systems that lever-
age LLMs to enhance safety while preserving free expression.

3 Human-Centered Evaluation of LLMs in
User-Controlled Content Filtering

A human-centered evaluation and auditing approach is crucial
for understanding how user-controlled content filtering systems
operate in real-world contexts. Unlike platform-driven modera-
tion, which applies top-down enforcement, user-controlled filtering
shifts decision-making to individuals, allowing them to personalize
their exposure to potentially harmful content. While this approach
offers greater autonomy, it also introduces new risks and trade-
offs, necessitating rigorous evaluation that goes beyond traditional
accuracy-based metrics.

Human-centered evaluation should examine how filtering sys-
tems affect users cognitively, emotionally, and socially, ensuring

that these tools are not only effective in reducing harm but also
usable, fair, and transparent. This requires moving beyond binary
classification metrics (e.g., precision and recall in hate speech de-
tection) and incorporating qualitative and participatory insights
into system evaluation.

I advocate that a comprehensive human-centered evaluation
framework of LLMs in User-Controlled Content Filtering should
integrate the following dimensions:

• Effectiveness in Harm Reduction: To what extent does
the system reduce users’ exposure content that is assessed
as harmful or distressing by the respective user? Does it
achieve this without over-filtering, which could limit access
to critical discourse or counter-speech?

• Balance between User Agency and Cognitive Burden:
How intuitive and manageable is the filtering system for
diverse users? Does it offer meaningful control without over-
whelming users with complexity? Are users able to fine-tune
the filtering criteria in a way that aligns with their needs, or
does it require excessive labor?

• Fairness and Inclusion: Does the system disproportion-
ately silence certain groups, particularly marginalized com-
munities? How does it handle linguistic and cultural nu-
ances in hate speech detection, particularly for reclaimed
language or counter-speech? Are its filtering mechanisms
biased against specific political viewpoints, identities, or
communities?

• Transparency and Explainability: Can users understand
why certain content was filtered? Does the system provide
clear feedback and control mechanisms to adjust filtering set-
tings? Are the filtering decisions interpretable, particularly
in cases where LLMs are used for moderation?

• Context Sensitivity: How well does the system account for
the context of online interactions, such as satire, irony, or
community norms? Can it distinguish between hate speech,
counter-speech, and legitimate critique? Does it consider
evolving social and political dynamics in hate speech dis-
course?

• Longitudinal Impact and Adaptability: How do user per-
ceptions of filtering change over time? Does the system allow
for adaptation based on feedback and evolving user needs?
Are there mechanisms to prevent unintended consequences,
such as the reinforcement of filter bubbles or desensitization
to harmful content?

Unlike platform-wide moderation policies, which can be eval-
uated through aggregate content trends, user-controlled filtering
requires individualized assessment that considers personal pref-
erences, situational contexts, and shifting online dynamics. This
introduces several challenges.

While giving users control over their filtering settings enhances
autonomy, self-imposed filtering choices can have broader soci-
etal consequences. If filtering leads to excessive content avoidance,
it may limit exposure to critical discussions, counter-speech, or
alternative perspectives, raising concerns about self-reinforcing
echo chambers. Evaluation must examine whether user-controlled
content filters enable informed decision-making rather than overly
insulating users from diverse viewpoints.
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LLM-assisted filtering mechanisms must be evaluated for bi-
ases that may disproportionately affect marginalized communities.
Certain phrases or linguistic styles—particularly those used in ac-
tivist discourse, reclaimed language, or cultural vernaculars—may
be misclassified as harmful [1]. Evaluation must include intersec-
tional evaluations, ensuring that filtering models do not replicate
discriminatory biases found in training data.

Another challenge of AI-assistedmoderation is opacity in decision-
making. If users do not understand how their filters operate, they
may lose trust in the system or fail to make adjustments that align
with their needs. An evaluation must assess whether filtering ex-
planations are accessible and actionable and how well users can
modify their settings if unintended filtering occurs.

While personalization enhances user control, excessive config-
urability may result in decision fatigue [6]. Evaluation should as-
sess whether users can navigate filtering options without extensive
technical knowledge and whether default settings provide a useful
starting point for non-expert users.

Hate speech is context-dependent and constantly evolving, mak-
ing static filtering rules insufficient. User-controlled content filters
must be evaluated in terms of adaptability to new forms of online
abuse and effectiveness refining moderation over time.

To ensure meaningful evaluation, I propose a mixed-methods
approach that incorporates:

• User Studies and Usability Testing: Conducting lab-based
and field studies with diverse participants to assess usability,
perceived control, and satisfaction with filtering outcomes.

• Qualitative Interviews andParticipatory Feedback: Gath-
ering narratives from marginalized users to understand how
moderation affects them personally and culturally, especially
across language and regional contexts.

4 The Role of Participatory Design
ParticipatoryDesign (PD) is essential in ensuring that user-controlled
filtering tools are context-sensitive and reflective of the lived ex-
periences of those most affected by online hate speech. PD fosters
active user involvement in shaping filtering mechanisms, ensuring
that solutions accommodate diverse risks and sensitivities rather
than imposing a one-size-fits-all approach. It also helps uncover
contextual nuances—for example, how certain communities reclaim
language or balance visibility with safety.

My research contributes to this agenda by developing partici-
patory design methods that integrate user perspectives into the
development and evaluation of LLM-assisted filtering. Standard
evaluation approaches often fail to capture the lived experiences of
those most affected by online harm. To address this gap, I explore
participatory frameworks that incorporate the needs of communi-
ties disproportionately targeted by hate speech. By centering their
insights, I aim to refine evaluation methodologies that account
for linguistic nuance, shifting social contexts, and the unintended
consequences of automated filtering.

My research examines how users interact with filtering tools,
the extent to which they understand and trust moderation deci-
sions, and whether current design approaches support meaningful
engagement without overwhelming users with complexity.

Finally, I am interested in the fairness and transparency of fil-
tering mechanisms, particularly in their impact on marginalized
communities. Many automated moderation tools struggle with bias,
misclassifying reclaimed language or activist discourse as harmful
while failing to recognize more covert forms of abuse. Evaluating
filtering systems requires not only auditing their immediate effects
but also considering their long-term implications.

5 Conclusion
I want to develop human-centered evaluation methods for user-
controlled filtering that enhance safety while preserving user au-
tonomy and discourse diversity. By integrating participatory au-
diting approaches, I aim to refine how LLM-assisted filtering is
assessed, ensuring it aligns with the needs of those most affected by
online harm. My goal is to establish best practices for evaluating AI-
driven moderation, balancing usability, fairness, and transparency.
I would be happy to discuss participatory auditing methods, ethi-
cal challenges, and regulatory considerations for LLM moderation.
Collaborating with researchers focused on AI-driven moderation
would help strengthen participatory auditing methods, explore best
practices for evaluating filtering mechanisms, and contribute to
broader conversations on ethical and regulatory frameworks for
LLM moderation.
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