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Abstract
This position paper argues for a stakeholder use-based approach to
designing ethics-based AI audits of LLM-based advice-chatbots. The
proposed Use-Based Ethics Audit (UBEA) methodology facilitates
auditing as a continuous process integrated into all phases of an
AI’s development cycle. Its key characteristics are the involvement
of stakeholders in identifying ethical focus areas (EFAs), and in
designing a testable environment for the identified EFAs. In partic-
ular, the UBEA methodology seeks to bring closer together two key
questions preceding any audit practice: what are the relevant values
involved and how to translate these values to a testable environ-
ment? We identify four desiderata for audits in general and discuss
how the UBEA methodology seeks to address these requirements.
We reflect on how context-sensitive approaches, such as LLM-based
advice chatbots, benefit from a ‘stakeholders in the loop’ approach
and define some key challenges and future work directions.

CCS Concepts
• Human-centered computing→ HCI theory, concepts and
models; HCI design and evaluation methods; Natural lan-
guage interfaces.

Keywords
Ethics-based audits, Ethical AI, Large Language Models, Human-
Centered Design, Human-AI Interaction, Embedded ethics.

1 Introduction
As Large Language Model (LLM)-based chatbots increasingly ap-
pear in advice-giving roles in public services, the ethical integrity
of such systems becomes ever more critical. While technical and
functional aspects of technologies benefit from clearly defined and
measurable system requirements, ethical principles remain largely
general and abstract [20, 35]. Technology providers thereby ben-
efit from acquiring expert guidance in making ethics more tan-
gible and testable [50]. Additionally, current efforts to integrate
ethics frequently focus on post-development, which, although a
valuable practice, overlooks the importance of addressing ethical
considerations during the design and implementation phases of
LLM-based chatbots [5]. When ethics-based audits are treated as an
afterthought, the identification and mitigation of ethical shortcom-
ings is inefficient andmakes it difficult to assess ethical performance
systematically and holistically [30, 37].

Nevertheless, LLM-based advice-chatbots have a shaping impact
on society and, thus, need to be ethically aligned – or at least actively
contrasted – with the values governing the social environments
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they are embedded in (cf. [17]). Prior to designing the appropriate
auditing methods for such socio-technical systems, proper under-
standing of the involved values1 and ethical principles is required.
This requirement comes with two fundamental challenges:

C1 What are the relevant values involved in the (envisioned) AI
application?

C2 How to translate these values to a practical, testable environ-
ment?

This position paper argues for a Use-Based approach to Ethics Audit
(UBEA) of LLM-based chatbots to address challenges C1 and C2.
In brief, UBEAs involve stakeholders throughout the development
phase of an LLM-based chatbot. These stakeholders include, on the
one hand, potential end-users – such as clients or individuals who
will rely on the chatbots advice – and, on the other hand, a broader
range of relevant actors, for instance employees in the company
in which the technology will be deployed or representatives of
indirect [16] or non-human [40] stakeholders. All are involved
both for the identification of Ethical Focus Areas (EFAs) that serve
as indicators for relevant values and for interactively shaping a
workable testing environment for those EFAs.We argue that UBEAs
are worth investigating since they address key desiderata of AI
ethics audits and align with effective approaches developed in the
field of human-centered interaction.

The UEBA method aims at integrating auditing into the design
phase of LLM-based chatbots. By involving stakeholder groups,
we seek to explore how ethical considerations can be systemati-
cally embedded into technologies from the outset. This approach
promotes a proactive and critical-auditing methodology to guide de-
velopment decisions towards integrating ethical requirements, thus,
incorporating auditability into a system’s lifecycle.2 We seek to cre-
ate a framework that thereby not only assesses ethical performance
but makes holistic ethics evaluation approachable to industry part-
ners – thus helping to contribute to broader, systemic change in
AI-technologies [18].

We stress that although our method has the potential to general-
ize to any user-centered AI technology, we focus on advice-giving
chatbots asas the act of giving advice is inherently normative and
ethically charged [38]. Their interactive nature has a direct impact
on users and their environments, requiring robust ethical considera-
tions. Most common technologies in this domain incorporate LLMs
and use Retrieval-Augmented Generation (RAG). Such chatbots are
highly context-sensitive, operating differently depending on what
their use case and area of deployment is. With broad applications

1In what follows, we mainly use the term ‘values’ and leave ‘ethical principles’ implicit.
2Our approach is not concerned with developing a general-purpose LLM. Rather, it
focuses on the identification of testable aspects of the domain-specific LLM-based
chatbot applications. Ultimately, decisions regarding how to transform or adjust a
system in response to these insights remain the responsibility of the developers and
maintainers of the chatbot.
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across various sectors, including career counseling [22], customer
service [15], and healthcare [4, 32], the advice-giving domain is
still sufficiently concrete to allow the development of a structured
method. These considerations provide substantive reasons for a use-
based approach. Future work needs to be directed to investigating
the limits of generalizing our approach.

The remainder of this paper is organized as follows: In Section 2
we provide further background and identify four desiderata for
audits of LLM-based advice-chatbots. We outline the key aspects of
Use-Based Ethics Audit in Section 3 and provide some methodolog-
ical considerations. Since this work argues for the investigation
of UBEAs we close in Section 4 with a critical reflection of our
proposal, highlighting some key challenges.

2 Background
Due to its pressing importance, we see an increasing number of
auditing methods being developed for AI systems (including LLMs
and LLM-based services). We identify the following central (non-
exhaustive) desiderata for ethics audit methodology of AI. The
methodology:

D1 follows a structured method for identifying key values and
ethical principles involved in the AI;

D2 provides a procedure to translate the identified values into
testable representations of these values;

D3 embeds ethics in the entire development phase of the AI;
D4 adopts a multi-scaled ethics approach, involving representa-

tives of the various stakeholders involved.
In many such contexts, the values to be tested are assumed given

or considered straightforward (cf. bias considerations).3 However,
as expressed in C1, it is often a non-trivial task to identify the rel-
evant values/ethical principles involved. A structured approach,
which avoids ad hoc considerations of values thus risking ethical
shortfalls is key (cf. [20]). Even when such values are known, the
central challenge remains how to translate values/ethical principles
that are abstract and general to a practical, testable environment.
Furthermore, to ensure that ethics audits are employed holistically,
they should not only examine the technical parts of a system’s
workings but also organizational structures and governance [37,
45, 46]. Although regulatory bodies are implicated with enforcing
accountability regarding ethical compliance, the actual control of
technology creation lies with the developers. Even with extrinsic
incentives for industry partners to uphold ethical standards (i.e.,
via laws and policies), the use of additional resources as well as the
absence of methods and existing regulatory gaps make such prac-
tices challenging. These considerations are captured by desiderata
D1 and D2.

D3 follows, what is called, the ‘Embedded Ethics’ approach,
promoting the involvement of ethicists throughout the AI’s en-
tire development process [34, 35]. The reason for doing so is to
avoid ad-hoc solutions when ethical concerns are identified in the
post-development phase. Furthermore, involving ethicists yields
an ongoing discussion throughout the design and implementation
processes, documenting ethical decision-making that facilitates

3See the work of Laine et al [28] for a study of key ethical principles recurring in the
literature on ethics audits.

comprehensive auditing at later stages. Embedded ethics antici-
pates rather than responds to social and ethical frictions of AI and
enables bridging current regulatory gaps [35].

D4 requires a multi-scale ethics approach to AI [48], which or-
ders and analyzes the effects of technologies by investigating the
technology at hand from different perspectives (i.e. individuals,
communities, institutions, nations, global, and over time). By order-
ing the ethical effects of technology by their scale, a comparison
of effects across scales is facilitated. The approach, furthermore,
ensures that various stakeholders are represented in the analysis
of transformative powers such as AI technology.

To address these desiderata, our strategy is twofold. First, it en-
courages and enables technology providers to integrate ethics from
the design stage onward and thereby place ethical considerations
within the system and its lifecycle. Second, it advocates for con-
tinuous auditing using a stakeholder-centered approach. We build
on a growing body of literature that highlights the potential and
importance of participatory or user-involved methods to address
algorithmic issues. While existing work has explored ways users
can help detect problematic behaviors [47] and has proposed partic-
ipatory mechanisms for democratizing technology governance [25],
they are often focused on post-deployment stages and one-time
assessments. They demonstrate users’ promising role in detecting
issues – such as biases or unintended consequences through exam-
ples [9] – but do not yet offer testable procedures for continuous
auditing practices [11, 24]. In response to that, and since which
values and exactly how they are crucial to a system highly depends
on its context [42], we propose defining Ethical Focus Areas (EFA)
that serve as concrete and tangible highlights of ethical values. To
identify these, we suggest directly involving technology stakehold-
ers in the process as their insights are crucial to align the values
embedded in an LLM-based chatbot with their needs [18]. Just as
User-Centred Design (UCD) leverages users’ input during the de-
sign and prototyping phases to shape technical requirements, the
stakeholders’ expert feedback on potential ethical conflicts high-
lights critical concerns and thereby areas to audit. In Section 3.2,
we discuss how UBEAs will address all four desiderata.

3 Use-Based Ethics Audits
Use-Based Ethics Audit (UBEA) is a participatory approach to au-
diting LLM-based advice-chatbots, grounded in the involvement of
skateholders, defined as any individuals who are envisioned to seek
advice or guidance from the chatbot in the future and other actors
related to the deployed technology and its impacts. Ethics audits
fundamentally address two key aspects: How ethical concerns are
assessed (referring to the methods used during an assessment phase
to evaluate a system) and What to even evaluate for (relating to
the values that should guide this ethical assessment). With UBEA,
we build on attempts to make ethical values graspable by defin-
ing them at an early development stage [52]. Similarly, existing
approaches aim to make the values more tangible and comprehen-
sible to technology providers [23, 49]. UBEA integrates stakeholder
involvement in defining both aspects, theWhat (C1) and the How
(C2), to ensure that the ethical principles are both identified and
translated into concrete and testable criteria.
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The core element to this is the introduction of Ethical Focus
Areas (EFAs) which serve as key indicators of relevant ethical con-
cerns in a system’s development, dependent on its context and
use-case. UBEA incorporates EFAs informed by stakeholders’ lived
experiences and practical concerns, thereby naturally shaping the
testing environment of an audit.

Ethics audits can be broadly structured into three phases: an
understanding phase, which examines both the system and the val-
ues of technology providers; an assessment phase, that evaluates
the system itself along with organizational structures behind its
development; and a recommendation phase, in which actionable
suggestions for improvements are formulated. Withing such a com-
position, EFAs serve as a bridge between the understanding and
the actual assessment, designing the succeeding assessments by
guiding the audit process through stakeholder-guided real-world
areas of concern.

3.1 Towards a Methodology
Foremost, in ethics audits, a cooperation between a company and
the auditing party must be established to facilitate a deeper insight
into a system’s design, technology, and governance to allow holistic
auditing [36, 46]. Rather than being a punitive measure, auditing
should be a collaborative effort. Moreover, relying purely on black-
box audit limits the identification of root risks and the assessment
of the technology [6]. With these considerations in mind, our UBEA
framework is structured into two parts, as outlined in Figure 1. It
requires a product or its prototype – such as an advice-giving chat-
bot – to be employed as a preliminary foundation for the ethical
assessment and refinement. The process begins by identifying rele-
vant stakeholders who will contribute to the audit. Drawing from
User-Centered Design (UCD), ensuring a diverse and representative
stakeholder base is vital as it prevents ethical shortcomings and
includes multiple perspectives [51]. Best practices include stake-
holder mapping to identify directly and indirectly affected parties,
recruitment through targeted outreach and snowball sampling [7,
26]. Additionally, effective communication to set expectations and
confirm stakeholders understand their role is key in allowing them
to establish EFAs [11].

Once a stakeholder group is set, EFAs are identified through
established participatory methods such as structured workshops,
group techniques and peer discussions, experience sampling, or
think-aloud interviews [8, 19, 43]. These activities – correspond-
ing to Part 1 of Figure 1 – guide stakeholders to uncover ethical
issues by interacting with a system or its prototype and drawing
on their lived experiences. Through critical questioning, scenar-
ios that reveal unintended consequences – such as gaps in ethical
design or safeguards – are uncovered. For instance, diary stud-
ies can be applied to define concrete observable ethical concerns
as they emerge [11]. Prompting stakeholders with (falsification)
questions challenges a system’s assumptions. For instance, asking
"Under what conditions could EFA X lead to unintended harm?" or
"Describe scenarios where EFA X was violated. What were the con-
sequences?", compels stakeholders to think beyond expected use
cases and actively points out potential ethical harms related to their
experiences. These insights are then coded into scenarios, struc-
tured similar to ethical user stories [10, 21], which represent the

lived examples behind EFAs. The Delphi method, through iterative
rounds of feedback, redefines and promotes a consensus on EFAs
while guaranteeing that no single perspective dominates the pro-
cess [39, 53]. Incorporating frameworks such as multi-dimensional
STEEPED approach or Failure Modes and Effects Analysis (FMEA)
[2, 29] enhances this approach’s extensiveness.

The process transitions into a second active phase, outlined in
Part 2 of Figure 1. Here, stakeholders assess and refine EFAs based
on their real-world related interaction with a system. This phase
not only probes limits of ethical safeguards but its findings also
enable iterative improvements in both a system’s design and the
auditing framework of its ethics. Contextualizing stakeholder expe-
riences and guaranteeing scenario-based validation is crucial for
the specific auditing methods of EFAs. Assessment criteria and prac-
tices are intrinsically revealed, corresponding to the How part (C2).
As different EFAs, and the contexts in which they arise, demand
different auditing methods, the wide range of research-based avail-
able methods for auditing LLMs can be utilized [1, 3, 27, 31, 33, 54].
For instance, uncovering algorithmic bias may call for techniques
distinct from those used to evaluate accessibility, explainability or
the development’s underlying governance processes [37]. In short,
theWhat hereby directly informs the How. Mapping appropriate
methods to the specific EFAs results in a well-defined testing envi-
ronment. Through the actual usage context, EFAs have the strong
potential to confront edge cases and potential failures for a more
robust and adaptive auditing.

Establishing a well-structured EFA is achieved by systematically
defining its different components. Besides the ethical focus area
of concern and an assessment methodology (e.g. scenario-based
prompting, benchmarks, document reviews), EFAs are associated
with the broader ethical principles (e.g. fairness, transparency, au-
tonomy) [28]. Furthermore, an EFA requires an assigned typology,
e.g. behavior-linked for observable system actions; data-driven, ad-
dressing issues related to data sourcing and quality; governance and
process oriented, examining organisational policies and oversights;
stakeholder-interaction based, considering the UX design. Classify-
ing EFAs with these categorizations enables more structured audits,
permitting similar concerns to be grouped together and relevantly
related audit techniques to be applied efficiently. It further allows
an overview of which ethical values are covered and which need
more a targeted investigation.

Similarly to grouping, the impact of EFAs can be ranked based
on risk assessment methodologies such as weighted scoring, Pareto
analysis, or risk matrices [13, 14, 44]. This allows to prioritize EFAs,
as some may present greater risks or require urgent attention based
on their impact severity, allowing technology providers to focus
their development efficiently. Ultimately, the audit can proceed into
the assessment phase where the EFAs ethical values be systemati-
cally tested with their corresponding methods.

Consistent with principles of human-centered design [12], the
process is inherently iterative – as represented by arrows looping
back to the two phases. EFAs are dynamic constructs that evolve in
response to changes in the system, stakeholder perspectives, and
emerging ethical challenges. As the technology progresses through
its lifecylce, previously identified EFAs may require adaption and
new EFAs may be identified. A continuous engagement with ethical
concerns through EFAs is essential in embedding ethics.
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Figure 1: TheUBEAmethodology, consisting of two parts: (1) Identifying ethical focus areas and stakeholders and (2) interactively
shaping the testing environment. Both serve to yield a continues feedback process in which ethical considerations are identified,
integrated, and tested. =⇒ denote transitions between distinct phases and illustrate how testable EFAs feed back into Part 1 and
Part 2 to support iterative refinement and product testing. −→ represents internal reflective cycles withing a phase.

3.2 How UBEA Aims to Address the Desiderata
Desiderata D1 and D2 are simultaneously addressed by the UBEA
methodology: by taking stakeholders and use-cases as a departure
point, our methodology takes a pragmatic stance in identifying key
values and ethical considerations. By focusing on how stakeholders
experience the ethical dimensions of an AI technology, the identifi-
cation of values is closer connected to testability (e.g. by means of
falsification procedures), thus bringing together the What question
(of C1 and D1) and the How question (of C2 and D2).

D3 is directly accommodated by the UBEA methodology since
it constitutes an interactive audit involved at various stages of
the development process. We stress here that, although UBEA is
stakeholder-focused, to avoid ethical pitfalls a close collaboration is
required between developers, ethicists, and the involved stakehold-
ers. In particular, these parties aim at jointly shaping the testing
environment.

D4 is addressed by involving stakeholders in identifying EFAs,
i.e. ethical dimensions, and relevant stakeholders. In this way, de-
velopers, ethicists, and stakeholders can jointly identify and recruit
the relevant involved parties across various scales that need to be
dynamically included in the iterative UBEA process (cf. Fig. 1).

4 Critical Reflection and Challenges
While the UBEA methodology offers a structured approach, several
challenges must be addressed.

First, even though EFAs can help map values into concrete
considerations and provide a more testable framework, measur-
ing ethical performance remains inherently difficult. In particular,
whether testable environments adequately approximate abstract
values/ethical principles requires ongoing critical evaluation.

Second, a key concern of UBEA is its resource intensity, since
workshops, iterative feedback, and stakeholder engagement in gen-
eral requires significant effort. Consequently, effectively cooperat-
ing in UBEA could be challenging for smaller companies. A poten-
tial way to streamline or automate certain processes could make

UBEA more feasible while remaining the upsides of its partici-
patory approach. Embedding ethics early can also reduce costly
post-development risks, required audits, and related adjustments.
Furthermore, audits are often considered regulatory burdens and
fear of potential PR backlashes when ethical shortcomings get ex-
posed could exacerbate industry resistance. Yet, an adaption of
UBEA can be framed as a competitive advantage, underscoring
proactive and responsible technology providers. Structured ethics
auditing could be positioned similarly to Formal Verification Test-
ing (FVT) which is already a standard for ensuring system reliability
and accountability.

Third, while ensuring stakeholder diversity is critical in a use-
based approach, a focus on stakeholder groups may create ethical
shortcomings in the development phase. For this reason, we stress
the need to enhance UBEA with expert validation of the EFAs and a
transparent selection process. Such measures can additionally help
mitigate bias and promote trustworthiness efficiently.

Lastly, translating the approach of UBEA and EFAs to other AI
technologies requires additional investigations, but their design is
technically adaptable. By conducting further research, case stud-
ies, and industry collaboration, we aim to find answers to these
obstacles. Represent a promising step toward making ethical con-
sideration a natural and testable part of system development and a
suitable baseline for addressing these challenges.

5 Conclusion
In this position paper, we argue for a stakeholder-based approach
to designing ethics-based AI audits. The resulting Use-Based Ethics
Audit (UBEA) methodology facilitates auditing as a continuous
process integrated into all phases of an AI’s development cycle.
We argue that context-sensitive approaches, such as LLM-based
advice chatbots, benefit from a ‘stakeholders in the loop’ approach
since it brings together questions on What to audit and How to
audit, seeking to bridge the gap between abstract values/ethical
principles and practicable criteria that can guide ethical assessment.
For this purpose, we introduce Ethical Focus Areas (EFAs), which
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provide for a testable environment of relevant values. Nevertheless,
we stress that the design of UBEAs relies on ongoing interaction
between stakeholders, developers, and ethicists tomitigate potential
ethical shortfalls.

By involving stakeholders directly in the design process of ethics
auditing, our approach not only enhances ethical oversight, but
also makes it inherently practical for companies and technology
providers to adopt. By integrating UBEA during the design phase,
organizations can embed ethical considerations into their develop-
ment workflow from the outset. This establishes ethics-by-design,
rather than treating ethics and audits as external compliance hur-
dles. While maintaining auditability, UBEA allows industry stake-
holders to systematically anticipate and address ethical concerns
from the start, guaranteeing testability and proactive ethical gover-
nance (which is particularly promising in light of regulatory gaps).
UBEA can therefore serve as a self-auditing tool for technology
providers without solely relying on external third-party evaluations
(cf. [41]). We conjecture that such an approach makes it easier and
less resource-intensive to conduct a full audit on a deployed AI
product.

Possible adaptions and the feasibility of UBEAs in other AI based
technologies can be further explored. Developing and investigating
this approach allows us to pinpoint these strengths, but additional
research is needed to explore its practical implementation. Case
studies and direct engagement with industry partners – consulting
them on whether our approach effectively makes ethical values
more accessible through EFAs – are needed to refine our method.
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