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Figure 1: Evaluation strategies observed in a survey of 23 recent CHI publications.

Abstract
The rise of large language models (LLMs) has had far reaching
effects across multiple fields, requiring evaluation strategies to as-
sess their impact. In contrast to the framework of quantitative
benchmark-based evaluations typically used at AI conferences,
evaluating LLMs for human computer interaction requires more
nuanced consideration as LLM "performance" in this arena is in-
herently human-centered and often bespoke to the experiential
context. This paper provides a set of insights distilled from a survey
of 23 papers recently published at CHI and suggests a lens through
which to view HCI LLM evaluation strategies. We discuss the chal-
lenges of evaluating LLMs in HCI and provide suggestions to help
increase interdisciplinary rigor.

CCS Concepts
• Human-centered computing → HCI design and evaluation
methods.
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1 Introduction
Large language models (LLMs) have recently emerged as powerful
tools that have transformed multiple fields of research. Human com-
puter interaction is uniquely impacted when LLMs are used as the
primary form of "compute" in the interaction. Recently, researchers
have been exploring ways to best leverage this powerful new tech-
nology to empower novel tools for creativity support [20, 25, 29],
UI design [8], literature discovery [17], and beyond [6, 30]. In this
paper we conduct a survey to codify how LLMs have been studied
at CHI in the past two years and how our methods of evaluation
may or may not be suitable for this new type of HCI.

LLMs are becoming increasingly prevalent in HCI research —282
research articles published at CHI in 2024 mention language mod-
els1. These papers leverage a range of evaluation strategies. Some

1https://dl.acm.org
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strategies stem from established techniques in Natural Language
Processing (NLP), whereas others take a more human-centered
approach. While various methods have been used to evaluate this
growing body of work, there has been limited meta-discussion
on whether or not these evaluation strategies are appropriate or
effective. Since human-centric evaluations necessitate evaluating
systems in experiential context, we suspect that there can be no
unified framework for how to evaluate LLMs in HCI research. In-
stead, we argue that there’s value in examining existing approaches,
understanding how HCI practitioners evaluate LLM-based systems
and identifying the strengths and limitations of a human-centered
approach. Based on an analysis of 23 representative papers, we con-
tribute an overview of evaluation strategies used in LLM research
published at CHI. We identify three types of evaluation strategies:
(1) evaluating outputs, in other words, evaluating LLM responses
directly; (2) evaluating artifacts: assessing artifacts co-created by
humans and LLMs; and (3) evaluating experiences, which includes
usability testing, observation studies, and other human-centered
evaluation approaches well established in the field of HCI.

While these evaluation strategies are grounded in prior work, we
argue that there is a gap in evaluation methodology, constituting
an "evaluation crisis" in LLM research. Traditional NLP approaches
are effective at quantitatively evaluating outputs, but often lack a
human-centered perspective. Conversely, evaluation approaches
in HCI are effective at evaluating experiences, but often lack rig-
orous technical validation of the LLM outputs. We argue that the
most effective evaluations are interdisciplinary, combining strate-
gies informed by both fields. Finally, we provide suggestions to
increase the academic rigor of LLM research at CHI, including in-
creased transparency when it comes to model selection and prompt
engineering.

2 Methodology
This paper presents a meta-review of evaluation strategies used
in 23 papers from CHI 2023 and CHI 2024 that specifically feature
LLM or "language model" in the title [2, 3, 5–12, 14, 16–20, 22, 24,
25, 27, 29–31].

2.0.1 Dataset. We gathered 72 research articles published at CHI
in 2023 and 20242, including "LLM" or "language model" in the
title. This inclusion criteria is simultaneously narrow and broad.
Narrow—only papers that mention LLMs in the title are included, ex-
cluding many papers that mention LLMs in the full text. Broad—we
include all papers that mention LLMs in the title, regardless of
usage context. We argue that this collection of papers serves as a
representative cross-section of LLM research at CHI. In this work,
we analyze 23 of the 72 research articles. Most of these papers
were randomly selected from the larger sample; a few were chosen
by searching for keywords in the full text. For instance, to better
understand the use of automatic evaluation strategies at CHI, we
selected papers that mention BLEU and ROUGE. This is a work in
progress; we are in the process of coding the remaining papers in
our larger sample. Results presented in this work are early insights
that may be adapted through deeper analysis of the entire corpus.

2We chose these dates as the launch of ChatGPT in November 2022 greatly accelerated
the rate of LLM research in HCI and beyond.

2.0.2 Analysis. We first conducted open-coding [4] on a randomly
selected subset of papers, describing the evaluation methods lever-
aged in each work. Through this, we identified an initial set of
evaluation strategies. We organized these evaluation strategies into
three overarching categories: (1) evaluating outputs, (2) evaluating
artifacts, and (3) evaluating experiences (See Figure 1). We used
the identified evaluation strategies and overarching categories to
perform focused coding [4] on additional papers from the sample.
As mentioned in the previous section, some of these papers were
randomly selected, others were chosen to gain a deeper understand-
ing of particular strategies. Throughout the coding process, we
iteratively refined the coding schema.

We code the papers as follows. If the paper evaluates LLM re-
sponses directly, this is evaluating outputs. These evaluations may
be objective (e.g., BLEU, ROUGE) or subjective (e.g., human judg-
ments). If the paper evaluates outcomes co-created by a human
and an LLM, this is evaluating artifacts. Similar to evaluating out-
puts, these evaluations may be objective or subjective. However,
the distinction lies in human intervention. If a human (e.g., user
study participant) modifies the LLM output, engages in additional
prompting to achieve a desired outcome, or uses the LLM output
in a larger creative process, then evaluations of such outcomes fall
under evaluating artifacts. If the paper evaluates the experience of
interacting with an LLM, this is evaluating experiences. These eval-
uations may be objective (e.g., time to complete a task, number of
prompts used) or subjective (e.g., Likert scales to evaluate usability
or perceived creativity).

These evaluation types can be used on their own or in combi-
nation. As an example, imagine an LLM-powered system designed
to support users in crafting short stories. Evaluating outputs might
entail collecting a dataset of prompts, gathering LLM responses to
those prompts, and having crowdworkers evaluate the responses
using criteria such as grammar and prompt coherence. Now imag-
ine the authors conducted a user study where participants were
asked to use the system to write a short story. Evaluating artifacts
might entail critiquing the short stories co-written with the system,
assuming that study participants modified the LLM outputs and
did not blindly accept LLM responses. Evaluating experiences might
entail measuring system usability with post-test questionnaires (i.e.,
SUS, NASA-TLX), Likert scales, or semi-structured interviews.

The following sections describe the three evaluation types in
detail, highlighting specific examples from the corpus.

3 Evaluating Outputs
One approach for evaluating LLM research is to directly evaluate
outputs. Our operational definition of an output is a piece of text
generated entirely by an LLM (i.e., the LLM response). This strategy
is often used in other fields (e.g., NLP, AI) to evaluate the quality,
accuracy, and reliability of LLMs. In HCI research, this category
of evaluation is often used for system validation. LLM outputs
can be used to enable interactions. Measuring the quality of the
outputs is a way to validate whether or not the system supports
the proposed interaction. As an example, Liu et al. created an LLM-
powered system to support online sensemaking. Authors evaluated
LLM outputs (i.e., options and criteria extracted from webpages)
to validate that the proposed system could feasibly provide an
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Figure 2: Overview of papers evaluated in this survey.

accurate high-quality overview to users. Strategies for evaluating
outputs include Human Evaluation and Automatic Evaluation. We
also discuss how human-centered approaches to evaluating outputs
often necessitate the creation of Bespoke Human Annotation Data.

3.1 Human Evaluation
A common strategy for evaluating outputs entails having humans
manually review them; for example, showing multiple outputs to
humans and asking them to assign scores. The scores can either
be absolute or relative. In the relative case, human annotators are
asked to compare outputs between systems, or asked to compare
outputs to those manually created by humans. Some evaluations in
this category include context (i.e., the prompt), whereas others do
not. Some evaluations use crowdworkers to review LLM outputs,
whereas others use domain experts. Prior work suggests that expert
review can increase the validity of LLM evaluations, especially for
contexts that require specialized expertise [2].

In NLP, human evaluation tends to be crowdsourced and con-
ducted at large-scale. While relatively inexpensive and easily scal-
able, this style of evaluation faces issues related to quality and bias
[20]. Alternatively, human evaluation at CHI tends to engage a
smaller number of domain experts [3, 8]. In a "high-stakes" health-
care context, Calle et al. invited certified tobacco treatment special-
ists to conduct an expert review of LLM-generated intervention
messages for smoking cessation [2]. Using expert-written messages
as a benchmark, experts evaluated the LLM-generated messages on

quality, accuracy, credibility, and persuasiveness. Another distinc-
tion between evaluation strategies is context. In NLP evaluations,
crowdworkers may consider the input prompt while evaluating
LLM outputs. In HCI evaluations, participants in a user study may
be asked to consider their individual usage contexts while evalu-
ating LLM outputs, and may themselves have written the input
prompt. To investigate LLM denial styles, Wester et al. conducted
two user studies in which an LLM denied user-drafted requests [31].
Participants rated the LLM responses on measures of usefulness,
appropriateness, and relevance. Unlike crowdworkers evaluating
outputs in isolation, participants evaluated the outputs within the
experiential context.

While human evaluation of LLM outputs typically involves as-
signing scores to well-defined criteria, some works take a more
qualitative approach. As an example, Kim et al. conducted thematic
analysis and open coding on LLM-generated messages in a health-
care context [12].

3.2 Automatic Evaluation
Evaluation of LLM outputs can additionally include an objective
quantitative analysis of the text itself, leveraging automatic evalua-
tion methods. Only three papers in our survey use such automatic
evaluation methods, borrowing strategies from NLP and compu-
tational linguistics. Two papers used summarization and machine
translation metrics (i.e., BLEU [21], ROUGE [15], CIDEr [26], and
METEOR [1]) to assess the accuracy of their method versus ex-
pert ground truth, one for mobile UI design summarization[27]
and one for the generation of text hints for form fields[18]. A third
paper used these methods to ensure that LLM-generated motiva-
tional messages were sufficiently unlike prior messages, addition-
ally using automated textual analysis (i.e., Linguistic Inquiry and
Word Count3) to check that messages were of sufficient linguistic
quality[2].

While efficient and scalable, automatic evaluation methods in
NLP were designed for specific tasks (e.g., abstractive summariza-
tion) and may not generalize to broader applications in HCI. Fur-
thermore, many of these metrics have been shown to have poor
correlation with human judgments, are often uninterpretable, and
have certain biases [23]. Finally, these methods rely on "gold stan-
dard" references (i.e., ground truth datasets) that do not exist for
many bespoke HCI use-cases. All three papers leveraging automatic
evaluation methods additionally conducted a subjective evaluation.
Two papers used human evaluation to further assess the LLM out-
puts [2, 27]. The remaining paper conducted a between-subjects
user study to assess usefulness of the proposed system [18].

3.3 Bespoke Human Annotation Data
Many of the approaches described thus far rely on ground truth
datasets. However, "gold standard" data does not exist for many
real-world applications. Thus, human-centered approaches often
necessitate the creation of bespoke human annotation data. This
strategy tasks human experts with generating reference data that is
then used as a baseline with which to evaluate outputs, leveraging
human evaluation or automatic evaluation techniques. This strategy
is distinct from traditional NLP ground truth datasets (e.g., reference
3https://www.liwc.app
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summaries for automatic summarization) in terms of generalizabil-
ity of the data. Traditional ground truth datasets are generalizable
but may not accurately represent real-world tasks. Conversely, be-
spoke human annotation data is specific to the proposed system
and usage context, meaning that the data is not generalizable but
more closely resembles intended usage.

We illustrate this strategy with two examples of bespoke human
annotation data generated to evaluate LLM outputs. To evaluate
using an LLM for automated heuristic evaluation, Duan et al. con-
ducted a traditional heuristic evaluation study with design experts
who manually identified guideline violations in a set of UIs [8].
The violations identified by these human experts were then used to
contextualize LLM outputs. In another example, Chakrabarty et al.
designed a test to objectively evaluate the creativity of a piece of
writing [3]. Creative writers used the test to assess 48 short stories
that were either written by experts or LLM-generated, creating a
ground truth dataset. This dataset was later used to evaluate an
LLM’s ability to assess creative writing.

4 Evaluating Artifacts
Another approach is to evaluate the artifacts created with the sys-
tem. Rather than evaluating the LLM outputs directly, this type of
evaluation examines the artifacts co-created by the human user and
the AI agent. Our operational definition of an artifact is anything
created by humans with the assistance of LLMs. These artifacts
are often text (e.g., scripts [20], emails [10], and research questions
[17]), but could take other forms —for example, images co-created
by users and LLM-powered design tools. Artifacts are evaluated the
same way outputs are evaluated: using human judgments and auto-
matic metrics. However, artifacts differ in that they always exist in
experiential context. For this reason, co-created artifacts are often
evaluated by the study participants who created them [10, 17, 20];
however, artifacts can also be evaluated by external experts [20], or
crowdworkers [11]. Co-created artifacts can also be evaluated quan-
titatively; for example, leveraging automated tools for text analysis
[7] or tracking writer modifications to LLM-generated sentences
[11, 20]. In our survey, all works evaluating artifacts also evaluated
experiences (See Figure 2).

We now discuss several exemplar papers to further communi-
cate strategies for evaluating artifacts. To investigate the impact
of opinionated language models in co-writing tasks, Jakesch et
al. conducted a large scale online experiment where participants
(N=1506) co-wrote short statements with biased writing assistants
[11]. Authors employed crowdworkers to evaluate these co-written
short statements, analyzing opinions at the sentence-level. Authors
also evaluated the co-written artifacts quantitatively, using com-
prehensive interaction logs at the key-stroke level to determine
how much text was written by the participant versus suggested
by the model. As another example, Dhillon et al. evaluated the
quality of co-written text using automated tools for text analysis
(i.e., TAACO4 and TAALES5), as well as human evaluation [7].

4https://www.linguisticanalysistools.org/taaco.html
5https://www.linguisticanalysistools.org/taales.html

5 Evaluating Experiences
The final strategy is tomeasure user experience of the LLM-powered
tool or system. This is the most common evaluation strategy ob-
served in our survey; all but three papers evaluate experience. Many
works in this category leverage traditional HCI approaches such
as surveys, usability studies, observation studies, and comparison
to baseline interfaces. For LLM-powered technologies designed
to facilitate a process, usability studies can help identify issues,
measure users’ performance (e.g., accuracy, time to complete a
task), and provide qualitative feedback. Alternatively, observation
studies can reveal how participants use the technology for more
open-ended tasks, such as creative writing [20], validating LLM gen-
erations [5], or research question ideation[17]. Another approach
is to compare LLM-powered technology to a baseline [10, 16]. This
baseline is often a similar interface without LLM functionality and
AI-powered features. These types of evaluation can be within-
subjects [7, 16, 22] or between-subjects [11, 18, 24]. Experience
evaluations can assess user perceptions of the LLM-powered tech-
nology or user performance while using the LLM-powered technol-
ogy. Echoing prior work [13], we found Likert scale questionnaires
and open-ended interviews to be effective techniques for eliciting
user feedback. Papers in our corpus evaluated the experience of
LLM-powered technologies by assessing perceived usefulness of
the system [5, 22, 25, 30], self-reported frustration [7, 31], and user
trust [17], among other dimensions. Complementary quantitative
metrics include time to complete a task [10, 16, 19], accuracy [18],
number of prompts [19], and number of generated artifacts [17, 29].
Several works in the corpus conducted case studies to further eval-
uate the user experience of the LLM-powered technology [10, 16].

6 Discussion
In a survey of 23 papers recently published at CHI, we identified
three categories of evaluation strategies. In this section, we discuss
how evaluation strategies can be combined for comprehensive
system evaluation. We also discuss several challenges of evaluating
LLMs at CHI, before detailing limitations & future work.

6.1 Combined Approaches
More than half of the papers in our sample (13/23) used a combina-
tion of approaches. We describe three of these papers to detail how
combined approaches can enable a more holistic system evaluation
and uncover hidden insights.

6.1.1 AI-Powered Heuristic Evaluation. Duan et al. conducted three
studies to evaluate using an LLM for automated heuristic evaluation
[8]. The first study leveraged expert evaluation of LLM outputs to
validate that the proposed system could feasibly provide accurate
and helpful heuristic evaluation feedback (evaluating outputs). The
second study further validated system performance by quantita-
tively comparing LLM outputs to bespoke human annotation data
generated by experts manually conducting heuristic evaluations
(evaluating outputs). Finally, the authors conducted a usability study
in which they tasked design experts with using the LLM tool to
iteratively refine a set of user interfaces, probing user perceptions
of the system (evaluating experiences).
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6.1.2 Co-Writing Screenplays with Dramatron. As another exam-
ple, Mirowski et al. recruited 15 experts to co-write scripts and
screenplays with an LLM-based support tool [20]. Participants pro-
vided feedback on the interactive co-authorship process via Likert
scales and open-ended interviews (evaluating experiences). Partici-
pants also analyzed and provided an artistic opinion of the scripts
co-written with the system (evaluating artifacts). As an additional
evaluation of creative outcomes, authors staged performances of
several of the scripts, which were critiqued by independent review-
ers (evaluating artifacts).

6.1.3 ResearchQuestion Ideation with CoQuest. Finally, Liu et al.
proposed a novel LLM-based agent supporting research question
ideation. In a user study, participants’ individually rated each gen-
erated research question on dimensions of novelty, value, surprise,
and relevance (evaluating artifacts). Participants also evaluated the
LLM-powered system on dimensions of control, creativity, meta-
creativity, cognitive load, and trust (evaluating experiences). By
evaluating both artifacts and experiences, authors uncovered an
interesting finding — one interaction design made users "feel" more
creative; however, research questions generated from a different
interaction design were rated as more creative.

These exemplar works demonstrate how HCI practitioners can
combine evaluation strategies for LLM research.

6.2 Challenges of Evaluating LLMs at CHI
While HCI provides much needed perspective to LLM discourse,
human-centered evaluations of LLMs have several limitations. HCI
practitioners tend to evaluate a single model. Where authors discuss
model selection, insights are sometimes anecdotal and not always
derived from technical evaluation. In addition, prompt engineering
efforts are not always communicated. Not all papers in our sample
directly share the prompts used. This limits replicability, and it’s un-
clear how robust the presented systems are to changes in prompts.
Evaluating LLM-powered applications in experiential contexts can
more closely approximate real-world usage; however, these studies
are not able to be conducted at the same scale as crowdsourced
evaluations. While there are numerous HCI methods for evaluating
experiences both quantitatively and qualitatively, HCI methods for
evaluating outputs tend to be qualitative only (i.e., subjective ratings
of output quality). Only four papers in our sample quantitatively
evaluated LLM responses. Three papers used automatic evaluation
methods [2, 18, 27]6 while a fourth quantified compilation errors in
LLM-generated code [6]. These papers were intentionally selected
from the larger corpus of 72 papers using keywords related to au-
tomatic evaluation (i.e., BLEU, ROUGE); thus, under representation
of this evaluation type is intrinsic and not due to sampling bias.

HCI research could increase academic rigor and reproducibility
by increasing transparency around model selection and prompt
engineering. Furthermore, automatic evaluation strategies in NLP
have evolved beyond N-gram based similarity metrics (e.g., BLEU,
ROUGE). Future evaluations in HCI could leverage more advanced
evaluation metrics from the field of NLP [23].

6One of these papers was a continuation of work previously published at UIST [28],
which may explain its unique evaluation strategy in comparison with other papers
published at CHI.

6.3 Limitations and Future Work
This is a work in progress. We are in the process of coding the
remaining papers in our dataset. Results presented in this work are
early insights. As we examine more works, we expect to iteratively
refine our coding schema and surface additional insights.

This survey includes research articles published at CHI in 2023
and 2024 with LLM or "language model" in the title. This excludes
works published at other HCI conferences (e.g., UIST, DIS, C&C, etc),
as well as numerous works that leverage LLMs but do not mention
them in the title. This work is part of a larger effort characterizing
evaluation strategies for LLM research in HCI more broadly. In
the future, we are interested in surveying evaluation strategies
employed at other HCI conferences (e.g., UIST, DIS, C&C) to assess if
there are any significant differences between HCI sub-communities.
We are also interested in examining CHI 2025 proceedings to assess
how evaluation strategies evolve over time.

7 Conclusion
We examined 23 papers published at CHI in 2023 and 2024 as a first
attempt at categorizing evaluation methods for LLM research in
HCI. Through this survey, we surfaced three overarching categories
of evaluation strategies: (1) evaluating outputs, (2) evaluating arti-
facts, and (3) evaluating experiences. We presented these categories
using examples from our corpus to demonstrate specific strategies.
We discussed combined approaches and several challenges of evalu-
ating LLMs from a human-centered perspective. We hope this lens
enables deeper reflection on evaluation strategies for LLM research
at CHI and beyond.
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