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AbStl‘aCt Human-designed

Al practitioners increasingly use large language model (LLM)
agents in compound Al systems to solve complex reasoning
tasks, these agent executions often fail to meet human stan-
dards, leading to errors that compromise the system’s overall
performance. Addressing these failures through human inter-
vention is challenging due to the agents’ opaque reasoning
processes, misalignment with human expectations, the com-
plexity of agent dependencies, and the high cost of manual
inspection. This paper thus introduces a human-centered eval-
uation framework for Verifying LLM Agent failures (VeriLA),
which systematically assesses agent failures to reduce human
effort and make these agent failures interpretable to humans.
The framework first defines clear expectations of each agent
by curating human-designed agent criteria. Then, it develops
a human-aligned agent verifier module, trained with human
gold standards, to assess each agent’s execution output. This
approach enables granular evaluation of each agent’s perfor-
mance by revealing failures from a human standard, offering
clear guidelines for revision, and reducing human cognitive
load. Our case study results show that VeriLA is both inter-
pretable and efficient in helping practitioners interact more
effectively with the system. By upholding accountability in
human-agent collaboration, VeriLA paves the way for more
trustworthy and human-aligned compound Al systems.

CCS Concepts

« Computing methodologies — Machine learning; Natu-
ral language processing; - Human-centered computing
— Human computer interaction (HCI).
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1 Introduction

As large language models (LLMs) continue to excel across
various fields, they are increasingly used to address complex
reasoning tasks through LLM-as-agent systems [35, 38]. A
key application is a LLM-based compound Al system, where
a planning agent breaks a complex task into simpler sub-
tasks, and delegates these subtasks to multiple specialized LLM
agents [37, 41, 42]. Each assigned agent must accurately exe-
cute its subtask, as the final agent’s output heavily relies on the
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Figure 1: Overview of VeriLA. Our framework operates
in three main stages (1) planning where a planning
agent decomposes a task into subtasks using a human-
designed agent registry and generates a plan graph; (2)
agent execution where specialized LLM agents perform
the subtasks; and (3) execution verification, which veri-
fies each LLM agent’s outputs based on human-defined
agent criteria, agent uncertainty, and dependency in-
formation from the plan structure. We then assess task
failure with aggregation metrics that combine verifier
scores. Our framework guides users to detect task fail-
ures efficiently, identify faulty agents, and analyze the
root causes of their failure.

previous agents’ outputs and is considered as the final solution
of the overall task [6]. Failures in any agent can propagate and
cause the overall task failure [17, 32]. While these compound
systems demonstrate strong problem-solving capabilities, they
face significant limitations in that they may produce outputs
that contradict human expectations, often requiring human
intervention for failure feedback and revision [2, 20]. However,
providing feedback is challenging because agent outputs come
from reasoning that deviates from humans or lack clarity on
the cause of failure, hindering users from providing guidance
on remedying execution failures. Moreover, manually review-
ing each step is labor intensive and not scalable. It forces users
to audit each agent’s execution outputs, increasing the risk
of errors. This underscores the need for more systematic and



efficient methods for auditing and supervising compound Al
systems with LLM agents.

To address this challenge, our framework consists of three
interconnected components: (1) planning, where a planning
agent decomposes the target task into simpler subtasks based
on a predefined agent registry, generating a graph-based plan.
The agent registry provides each agent with clear role assign-
ments and execution guidelines that adhere to human expecta-
tions; (2) agent execution, in which LLM agents sequentially
perform their designated subtasks, with success determined
by their adherence to the predefined roles; (3) execution veri-
fication, where a verifier module automatically assesses each
agent output to ensure its success in fulfilling its assigned
subtask. Our verifier incorporates human-centered judgments
on agent outputs along with its relationship with other agents:
an agent’s subtask type, scores based on human-defined agent
criteria, agent uncertainty, and agent’s dependency within
the plan structure. In addition to verifying the execution of
individual agents, VeriLA provides additional verification of
overall task success. We introduce a metric that aggregates ver-
ifier results across agents to identify failed tasks due to agent
failures. By leveraging the plan’s graph structure, it enables
targeted analysis of verifiers and failure criteria, streamlining
failure detection. To evaluate our framework, we conducted a
case study on a complex reasoning task—solving mathemati-
cal reasoning problems—demonstrating its effectiveness and
practical applicability to Al practitioners.

In summary, VeriLA enables detailed auditing of agentic
systems to ensure transparency in agent failures, reducing
manual review efforts, and strengthening trust between users
and compound Al systems. Beyond merely automating the
validation of each agent’s success, we hope for a collaborative
problem-solving between human and LLM agents by tailoring
agent workflow to human needs.

2 Related Work

2.1 Need for Human Intervention in
Compound Al Systems

LLMs are capable of reasoning, tool usage, planning, and fol-
lowing instructions [24]. For tasks that are too complex for
n-shot CoT prompting, LLMs can decompose them into sub-
tasks and delegate each subtask to several agents [14]. This
decomposition externalizes LLMs’ inner reasoning, allowing
users to intervene at intermediate steps—such as suggesting
alternatives or correcting errors—to ensure alignment with hu-
man expertise and domain-specific requirements [2, 20, 23, 37].
While recent LLMs can plan and self-refine tasks [14], issues
such as hallucinations and limited feedback scopes remain [33],
making human intervention crucial to detect and correct er-
rors before they propagate [13]. For example, errors such as
misinterpreting a calculation or producing an inaccurate re-
sponse may go unnoticed by LLM-only evaluation but can
be handled by humans. Thus, while LLMs can help with task
decomposition and execution [24], the integration of human
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intervention remains essential for reliability and accuracy, es-
pecially in error-sensitive domains such as legal or medical
applications.

2.2 Human-Centered Evaluation of
Language Models

Narrowing the socio-technical gap is a key challenge in HCI,
focusing on how evaluation results should be utilized and
by whom. Liao and Xiao [22] argue that evaluation modules
must assess how well human needs are met in downstream
use cases. Similarly, Arabzadeh et al. [1] emphasize the impor-
tance of identifying criteria for LLMs. For example, in math
reasoning tasks, an agent’s success depends not only on pro-
ducing correct solutions but on presenting them with com-
pleteness, conciseness, and clarity—critical criteria for such
task [16]. Also, user-defined criteria improve alignment be-
tween LLM evaluator outputs and human judgements [19].
Shankar et al. [30] propose an approach to align LLM eval-
uators with human-defined criteria, tailoring evaluations to
specific use cases. Building on this line of work, we adopt
human-defined agent criteria to evaluate agent’s execution
success in our framework.

2.3 Assessing LLM Agent’s Uncertainty

Several techniques have been proposed to assess the uncer-
tainty level of LLMs, including methods based on token like-
lihoods, consistency across multiple prompts, and self reflec-
tion [5]. A common approach leverages token likelihood, such
as logit-based confidence and entropy-based confidence, which
rely on the LLM’s internal probability distribution over po-
tential tokens [15] (all uncertainty methods detailed in Ap-
pendix B.1). Another approach, verbalized confidence [39],
asks the LLM to articulate its confidence, either as qualitative
indicators or explicit confidence scores. Uncertainty can also
be assessed using external LLM evaluators, utilizing verbal-
ized confidence from their response or logit-based confidence
from its verification assessment (e.g., logits for the prediction
of a "TRUE" token) [10]. Additionally, self-consistency meth-
ods [36] compare outputs from multiple runs: frequency-based
metrics [40] assess agreement across outputs, while others use
weighted aggregation with logit or verbalized confidence [39].

3 VeriLA: Framework for Verifying LLM
Agents in Compound Al Systems

We propose an evaluation framework that aims to assist users
in auditing and interacting with compound Al systems. During
users’ inspection of overall task failures, they can detect each
agent’s execution failures, and quickly and clearly understand
the reasons behind the failure. This enables them to provide
actionable suggestions for planning or execution revisions.

3.1 Planning

In a compound Al system, a planning agent’s role is to de-
compose a task into a sequence of subtasks, assign them to
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[Task: Solve This Question.]

Janet’s ducks lay 16 eggs per

[1] Planning Agent Output

[Agent] Identify operands

[Input] Janet’s ducks lay 16 eggs per day. She eats...
[Output]

number of eggs laid per day, number of eggs eaten for
breakfast, number of eggs used for baking, price per egg

[2] Agent Execution Output

[Agent] Identify operands

[Context] Janet’s ducks lay 16 eggs per day. She eats...
[Output]

{eggs_laid_per_day: 16, eggs_eaten_for_breakfast: 3,
eggs_for_baking: 4, price per_egg: 2}

day. She eats three for

breakfast every morning and

— |

— |

bakes muffins for her friends

N [Agent] Subtract
every day with four.

[Agent] Subtract

N [Input] [Input] remaining
She sells the remainder at the number of eggs eggs after
farmers' market daily for $2 per laid per day, breakfast,

fresh duck egg.
How much in dollars does she

number of eggs
for breakfast

number of eggs
used for baking

make every day at the farmers' [Output] [Output]
market? remaining eggs remaining eggs
after breakfast after baking

[Agent] Multiply
[Input] remaining
eggs after baking,
price per egg
[Output]

total earnings from
selling remaining

[Agent] Multiply
[Context]

{eggs laid per day: 16,
eggs for breakfast: 3, eggs
for baking: 4,

price per egg: 2}
{remaining eggs after
baking: “5”

{“”}

[Output]

[Agent] Subtract
[Context]

{eggs laid per day: 16,
eggs for breakfast: 3,
eggs for baking: 4,
price per egg: 2},
remaining eggs after
breakfast: 5},
[Output]

[Agent] Subtract
[Context ]

{eggs laid per day: 16,
eggs for breakfast: 3,
eggs for baking: 4,
price per egg: 2}
[Output]

{remaining eggs after
breakfast: 5}

{total earnings selling
remaining eggs: “ "}

Figure 2: Example of agent’s failure propagating to overall task failure. For example, based on the generated plan
from the planning agent, each agent should accurately execute their subtasks. The first “subtract” agent failed to
calculate the remaining eggs, causing subsequent “subtract” and “multiply” agents to lack the necessary context for a
successful execution (three red boxes). An agent-specific verifier can help users trace the error propagation, identify
the root cause of the error, and understand how it led to the task failure.

specialized agents—which are typically predefined in the sys-
tem’s agent registry—and generate a plan to solve the task.!

To curate an agent registry that aligns with the human
reasoning process, we first ask Al practitioners to curate a
system’s agent registry tailored to the target application. They
register each agent with a specific role, along with its expected
input and output. For example, in a math reasoning task, an
“Add” agent is responsible for summing given operands, where
the input is a list of numbers, and the output is a single sum
(Table 1). ? Using this agent registry, the planning agent de-
composes a given task into subtasks and delegates them to ap-
propriate agents (Upper left in Figure 1). This later helps users
in diagnosing each agent’s failure; it informs them whether
the agent was executed appropriately based on its role and
has a proper output format.

Then, our planning agent generates a plan with a directed
acyclic graph (DAG) format, where each node represents an
agent, and directed edges show input-output dependencies
between the nodes (example in Appendix A). This graph-based
planning ensures that the task complexity is decomposed into
an interrelated sequence of simplified subtasks. Then, each
subtask is assigned to an appropriate agent with specific inputs
and outputs, mirroring how humans often approach complex
tasks [11].

Planning agents also generate instruction prompts for each
agent, reflecting its role and input—output format. These prompts
should be closely tied to the original task, reducing the risk
of agents hallucinating or forgetting the trajectory needed to
solve the task.

!The planning agent is not registered in agent registry and thus does not partic-
ipate in the plan.

?To guide practitioners on the necessary agents and their required functionalities,
we use Chain-of-Thought (CoT) prompting to generate a pool of agent candidates.
Then, they identify the most common agents and craft their roles, inputs, and
outputs (Appendix D).

3.2 Agent Execution

Agents execute assigned specific subtasks and instruction
prompts from the generated plan. Additionally, they receive
relevant context information as input which includes relevant
outputs produced from the preceding agents. Because agents
can fail during execution, users must intervene to correct er-
rors and prevent an agent’s failure from propagating to overall
task failure. However, manually auditing whether an agent has
fulfilled its subtask is both cumbersome and cognitively de-
manding for users. Thus, we introduce a agent-specific verifier
in the next section.

3.3 Execution Verification by
Human-Aligned Agent Verifier

Our agent verifier autonomously evaluates agent executions
and flags potentially incorrect results, enabling users to focus
only on the problematic agents within the plan. Although
some self-verifying agents exist [25, 33], we question their
reliability [31], lack of contextual understanding [27], and
insufficient human alignment [12].

To address these issues, we build a separate evaluation mod-
ule for each agent to detect execution failures. This module
functions as a binary classifier, trained on multiple features
such as human-defined agent criteria, agent uncertainty, and
plan structures with subtask types. To balance verifier’s auton-
omy with human-designed criteria, we integrate external LLM
judge scores that are assessed with human-defined criteria
(Appendix E). These criteria are carefully tailored for each
agent to ensure that expectations align with human standards.
This way, our verifier ensures that each agent aligns with hu-
man expectations and is evaluated according to users’ specific
needs [22]. For instance, the “Subtract” agent’s execution is
evaluated not only on the accuracy of summation but also
on its adherence to the expected format (e.g., number) and



sufficiency of context information for the subtask (Figure 2).
Grounding agents’ evaluation in predefined criteria permits
objective judgment and clarifies failure reasons.

Additionally, we integrate three LLM uncertainty estima-
tion techniques: verbalized confidence, logit-based confidence,
and confidence based on self-consistency. This is under the
assumption that lower certainty often correlates with a higher
likelihood of errors or deviations (details on uncertainty fea-
tures in Appendix B.1). Finally, we include each agent’s subtask
type and its position within the plan’s DAG structure, by using
subtask categorical encoding and features like the number of
preceding nodes to capture dependency relationships between
agents (Appendix B.3). These structural features enhance our
verifier’s ability to assess execution reliability within the over-
all task.

Ground Truth to Train Agent Verifier. We use human
annotated labels as ground truth to train our agent verifier.
By learning execution feature patterns from these labels, the
model predicts whether an agent is likely to fail during ex-
ecution based on human expectations. To ensure accurate
and fair labeling, human annotators assess if the agent cor-
rectly performed its task, following the agent registry roles
and human-defined criteria. Annotators are given context in-
formation, clear role definitions, expected output format, and
the same human-defined criteria used by LLM judges.

3.4 Aggregation Metrics for Overall Task
Failure Prediction

To support human-agent interaction, we guide users in identi-
fying task failures when decomposed and executed by agents.
Our verifier predicts potential failures and provides confidence
scores for each agent’s execution, which we use to assess over-
all task success. We propose several aggregation metrics to
aggregate individual verifier scores. The metric scores repre-
sent the likelihood of overall task success, with higher scores
indicating a greater chance of success.

We begin with simple methods such as selecting the lowest
score among all subtasks (min aggregator), highlighting the
weakest agent execution; and computing the arithmetic aver-
age of all scores (mean aggregator), providing a balanced view
of subtask performances.

We consider the relative importance of agents within the
plan structure, as overall task performance depends on how ef-
fectively an agent’s output transfers to others. To capture this,
we propose two structural metrics for weighting agent scores.
The distance-based metric emphasizes agents positioned closer
to the source or sink nodes in the plan graph, under the assump-
tion that these agents play a more critical role in the execution
flow. This metric weights each agent’s score inversely pro-
portional to its distance from either the source or sink node
(source distance or sink distance aggregator), ensuring that
agents with greater structural influence have a higher impact
on the aggregated score. Given the overall task T consisting
of subtasks fulfilled by agents {Si, Sz, ..., Sm}, we denote the
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i-th agent S;’s verifier score as 7;, which is predicted based on
features extracted from its execution outputs.

. 1
i= l’"Z—l_
Ti=1mg
where d; denotes the shortest path distance from agent S;.
Similarly, the degree-based metric assigns higher weights
to agents with greater connectivity, reflecting their influence
within the overall plan structure. It weights each agent’s score

based on the indegree or outdegree (indegree or outdegree
aggregator) of its node:

AggScoregii; (41,72, ..., Jm) = @

2 i=1Mdeg; - §i

Y i=1mdeg; ’
where 7J; represents the prediction score for subtask S;, and
deg; denotes the degree (either indegree or outdegree) of sub-
task S; in the plan DAG.

We later assess the accuracy of the aggregated verification
results by comparing the task’s gold label, indicating actual
plan success, with the final agent label predicted by the veri-
fier. This comparison evaluates how effectively the verifier is
aggregated to predict task failure (§ 4.3).

AggScoreeg (U1,92,....9m) = (2)

4 Case Study: Mathematical Reasoning

We demonstrate the effectiveness of VeriLA on mathematical
reasoning tasks. Math reasoning problems can be naturally
decomposed into step-by-step plans, allowing us to focus on
evaluating agent execution failures while ensuring that the
results are easily verifiable by humans.

4.1 Experiment Setting

4.1.1 Datasets. We evaluate our pipeline on four math rea-
soning datasets: GSM8K [7] and Date Understanding (C3),
Multi-Step Arithmetic (C11), Object Counting (C13) from BIG-
Bench Hard (BBH) [34]. The GSM8K dataset consists of grade-
school-level math word problems written in natural language,
whereas the Multi-Step Arithmetic dataset is presented in
equation format and involves more complex problems that
require multiple steps. Date Understanding focuses on reason-
ing about and performing operations with dates, while Object
Counting involves enumerating objects of interests.

4.1.2  Planning and Agent Execution. For each task, our plan-
ning agent generates a DAG plan to solve it using a human-
designed agent registry (detailed in Table 1). We manually
filter out instances where the generated plans are invalid,?
keeping only those with valid plans. The average number of
subtasks per plan is 4 for GSM8K, 3.5 for Date Understanding,
2.5 for Object Counting, and 5.6 for Multistep Arithmetic. Each
subtask in a plan is then executed by an assigned agent. Both
the planning agent and agents in agent registry use GPT-40

3We consider both structural validity (e.g., missing dependencies between sub-
tasks) and semantic correctness (e.g., incorrect agent assignment or faulty
instructions).
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Table 1: Human-designed agent registry for mathematical reasoning tasks.

Agent Role Input Output Output Format
Identify Operands  Identify operands with text description ~ Math question List of operand names with their values  {<name>: Number, ...}
of each operands
Add Add numbers or dates List of operands One summed value Number or Date
Subtract Subtract numbers or dates List of operands One subtracted value Number or Date
Multiply Multiply numbers List of operands One multiplied value Number
Divide Divide numbers List of operands One divided value Number
Filter Filter a list based on a condition List, condition Filtered list List
Sort Sort a list by an attribute List, attribute Sorted list List
Convert Format Convert input from one format to an-  Text, format Formatted text Text
other format
Date Lookup Identify year, month, and day from anat-  Text Date Date

ural language description

with a temperature of 0.1. All prompts for planning, execution,
and verification are provided in Appendix C.

4.1.3 Agent Execution Verfication.

Gold (Execution Failure) Label Annotation. To train the veri-
fier, human annotators label agent’s execution failures based
on agent criteria, expected inputs and outputs, and input in-
formation (§ 3.3). For GSM8K, we collected 1,975 subtasks
from 497 tasks, each subtask labeled by three annotators from
crowdsourcing (Appendix F). Due to low inter-rater reliability
(Fleiss’ kappa: 0.41), only unanimously labeled samples (973
subtasks) were retained for training. For the BBH datasets,
the three authors handled annotations to ensure quality while
reducing costs.

Feature Collection. We extracted 26 execution features as
described in § 3.3. For self-consistency, we used the same model
as the corresponding execution agent with a temperature of
0.7 to generate diverse outputs, following Xiong et al. [39]. For
external LLM judges, we employed GPT-40 with a temperature
of 0.1.

4.2 Verifier Results for Agent Failures

Using features from all agent outputs in the plan, we train a
simple machine learning model, Random Forest model, which
achieve a high average accuracy (0.88%) across four datasets.*,
suggesting the verifier’s effectiveness in identifying failed
agent executions.

Next, we investigate whether its performance varies across
different agents. As shown in Figure 3, the test accuracy re-
mains consistently high across various subtasks except “iden-
tify operands” in GSM8K where agents often struggle with
accurate formatting. Moreover, similar subtasks—such as “Add”
and “Subtract”, which share the same subjective criteria—exhibit
comparable test accuracies across all datasets, suggesting their
generalizability to other tasks.

To further analyze verifier behavior, we conduct an ablation
study with different features to predict agent execution failures.
Our verifier achieves the highest performance with all features
included while excluding any single feature leads to a drop

4We compared several ML models and select the one with the highest accuracy
(Appendix G.2).

GSM8K Date Understanding (BBH)

DIVIDE
IDENTIFY OPERANDS

CONVERT FORMAT
DATE LOOKUP

0810 108'0

ADD ADD

MULTIPLY IDENTIFY OPERANDS

SUBTRACT SUBTRACT

Object Counting (BBH) Multistep Arithmetic (BBH)

FILTER MULTIPLY

1.0 1.0
0608 10608

ADD *% " ADD

IDENTIFY OPERANDS SUBTRACT

Figure 3: Verifier accuracy across datasets. The test accu-
racy remains consistently high across subtasks, without
bias toward any specific one. Similar subtasks, like "Add"
and "Subtract," which share the same criteria, also show
comparable accuracies across all datasets.

in performance (Figure 4). This suggests that the features
provide complementary information, each playing a distinct
role in model accuracy. Notably, the agent criteria features has
the largest performance drop when removed, suggesting that
incorporating human-defined agent criteria from external LLM
judges improves the verifiers’ ability to align their predictions
with human priorities. On the other hand, the consistency-
related features had minimal impact on performance, implying
they may be less critical.

4.3 Aggregator Results for Overall Task
Failures

To predict whether the overall task is failing, we present a
few aggregation metrics (aggregator), which combine subtask



All But Subtask Type

All But Uncertainty

All But Agent Criteria o

+

+

All But Consistency +
+

+

All But Plan Structure -

Only Subtask Type

Only Consistency —

Only Plan Structure-l

+
Only Uncertainty - +
+

I T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Mean CV Test Accuracy

Figure 4: Ablation study on different feature configura-
tions evaluating verifiers’ test accuracy. Human-defined
agent criteria feature enhances its performance, show-
ing the highest accuracy when all features are used.

verification scores, that function as a task-level verifier.> By
leveraging the aggregated score from the task verifier, users
can prioritize and investigate tasks that are most likely to
generate false LLM outputs. They can then analyze the rea-
sons behind a task’s failure by examining the flagged subtasks
identified by the agent verifier.

Figure 5 shows task-level verification performance from
different aggregation methods, with lower score indicating
a greater chance of failure. x-axis represents percentiles of
ranked aggregation scores, and y-axis shows the cumulative
ratio of detected failures within each percentile relative to all
failed tasks. The curves closer to the top-left corner indicate
better performance. Sink distance aggregator identified all fail-
ures fastest in object counting but was slowest in date under-
standing. Source distance aggregator generally outperformed
sink distance, except in GSM8K. This suggests that, for GSM8K,
proximity to the starting nodes is a stronger indicator than
proximity to the final node; GSM8K’s typical first subtask—
identifying operands—is a common source of error. Although
no single aggregator consistently outperforms others across
all datasets, they all show an upward trend, suggesting that
they can help users prioritize tasks more likely to fail. This can
be especially useful when labor is limited, allowing auditing
of high-risk tasks first. Overall, mean and outdegree showed
stable performance across datasets and can be used as default
aggregation metrics for new datasets.

5 Conclusion and Future Work

In this work, we introduce VeriLA, a human-centered evalu-
ation framework that verifies agent execution failures; this
encourages reliability and interpretability in humans using
compound Al systems. By applying a verifier that assesses each

5A task is considered successfully solved if the last step’s execution output is
linguistically equivalent [21] to the gold answer from the original dataset.
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Date Understanding (BBH)
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Figure 5: Aggregation performance measured by failure
rate across aggregation score percentiles. They all show
an upward trend, suggesting that they can help users
prioritize tasks more likely to fail, when the labor bud-
get is limited, allowing auditing of high-risk tasks first.
Overall, mean and outdegree showed stable performance
across datasets and can be used as default aggregation
metrics for new datasets.

agent’s outputs through a combination of human-defined cri-
teria, agent output uncertainty, and agent dependencies within
the plan. Thus, VeriLA also captures error propagation within
the plan, facilitating better human-agent interaction. We also
present a verifier-driven task failure metric that help users
detect tasks prior to their auditing. Thus, VeriLA enhances
accountability on agent performance and labor efficiency by
enabling granular human inspection of failing agents and the
underlying reasons for their failures.

Future work remains for open agentic systems that involve
diverse execution agents with more complexity and dynamic
error propagation, highlighting the need for robust, human-
centered evaluation methods for human-agent interaction. For
future work, we plan to conduct a crowdsourced user study
that evaluates VeriLA’s subtask and task-level verification per-
formance and usability, comparing outcomes with and without
VeriLA. Second, building on our aggregation metrics, we will
develop an advanced aggregator that incorporates user-centric
signals like free-form user feedback and real-time incentives.
Finally, we will expand our framework to broader applications,
such as open-domain question answering and fact-checking,
to support a wider range of human-agent interactive systems
(Appendix D.1). To support new domains, we will automate
agent curation by extracting subtasks via Chain-of-Thought
decomposition and clustering them to recommend suitable
agents. To conclude, we aim to cultivate synergy between hu-
mans and LLM agents by designing compound Al systems that
align with human needs, enabling collaboration on real-world
tasks that require intricate problem-solving.
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A An Example Plan from Planning Agent

{
"id_": o,
"question": "Janet's ducks lay 16 eggs per day.
She eats three for breakfast every morning and
bakes muffins for her friends every day with four.
She sells the remainder at the farmers' market daily
for $2 per fresh duck egg. How much in dollars does
she make every day at the farmers' market?",
"answer": "Janet sells 16 - 3 - 4 = <<16-3-4=9>>9
duck eggs a day.\nShe makes 9 * 2 = $<<9%2=18>>18
every day at the farmers' market.\n#### 18",
"system_prompt": "You are a helpful assistant in
solving math questions",
"user_prompt": {
"1": "Identify the number of eggs laid per day,
eggs eaten for breakfast, eggs used for
baking, and the price per egg from the question.",
"2": "Subtract the number of eggs eaten for
breakfast from the number of eggs laid per day.",
"3": "Subtract the number of eggs used for
baking from the remaining eggs after breakfast.",
"4": "Multiply the number of eggs available for
sale by the price per egg."
¥
"plan": [
{
"id": 1,
"name": "identify operands",
"input": "question",
"output": "number of eggs laid per day,
eggs eaten for breakfast, eggs used for
baking, price per egg"
"id": 2,
"name": "subtract",
"input": "number of eggs laid per day,
eggs eaten for breakfast",
"output": "remaining eggs after breakfast"
3,
{
"id": 3,
"name": "subtract",
"input": "remaining eggs after breakfast,
eggs used for baking",
"output": "eggs available for sale"
"id": 4,
"name": "multiply",
"input": "eggs available for sale,
price per egg",
"output": "total earnings from selling eggs"
i
5
"edges": [
1, 21,
[2, 31,
[, 31,
[3, 41,
[1, 41
]
}

B Agent Verifier Features

We collect features such as uncertainty metrics from LLM
agents’ internals during execution, consistency-related met-
rics from additional LLM prompting, criteria-based scores from
external LLM judges, and node characteristics features. We use
GPT-4o for all experiments, employing a temperature setting
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VeriLA: A Human-Centered Evaluation Framework for
Interpretable Verification of LLM Agent Failures

of 0.7 for consistency-related metrics to obtain as diverse an-
swers as possible, and a temperature of 0.1 for the remaining
experiments [39].

B.1 Features on Agent Uncertainty

e Verbalized confidence [39] reflects how confident
the executor module is about its output, often derived
from explicit confidence scores or qualitative indica-
tions of certainty (e.g., “0.7”).

e Logit-based confidence [15] reflects the average of
the exponentials of the token log probabilities (LP):

N N
1 1
LPasg = = > p(sj | x1) = - " exp(logp(s; | x1)).  (3)
i=1 i=1

where N is the number of tokens and log p(s; | x) =
Z{zl log p(s; | s<i), where s; is the i-th output token
and s<; denotes the set of previous tokens. We denote
log p(s;j | xi) as token log probability.

e Softmax-based confidence reflects the average of
softmax values across the generated tokens, providing
ameasure of the overall uncertainty of the model based
on the top-k token log probabilities:

S 1 N exp(zp)
oI = 5 2L SE, etansy
=1 2z €XP(Zn,i)

©)

where z, is the token log probability and N is the
number of tokens.

e Entropy-based confidence [15] reflects the average
of entropy values across the generated tokens, provid-
ing a measure of the overall uncertainty of the model
based on the top-k token log probabilities:

k

N exp(2n,1) exp (2n,1)
Entropygyg = N Z - Z T - log | = ]
n=1\ i Zjog exp(zn ) 2y exp(zn,j)
®)
where z, is the token log probability and z,; is the
i-th top log probability.

e Features from the a separate LLM evaluator capture
the uncertainty in its assessment of the initial LLM
execution.

- Verbalized confidence from external LLM
evaluator is attained directly from the external
evaluator’s generated response.

- Logit-based confidence from LLM evaluator
is attained by the exponential of the logit value of
the LLM evaluators verification assessment (e.g.,
logit value of the TRUE).

o Features using self-consistency [36] technique; we run
the same prompt five times and aggregate the confi-
dence values in the following ways:

in the model’s output [39]:

M
1
Conﬁdencefreq = M Z 1{agreemen’t(f/i’f’)>9}’ ©
i=1

where 1 ondition) is the indicator function that
returns 1 if the candidate answer ¥; is consistent
with the initial execution result Y based on the
agreement threshold 0, and 0 otherwise. Here, M
denotes the number of candidate answers, and 6
is the threshold for agreement. We use the answer
equivalence package PEDANT [21] with their rec-
ommended threshold of 0.5 to assess the agree-
ment.

- Self-consistency (Type B): verbalized confi-
dence [39] measures the average verbalized con-
fidence among the subset of candidate answers
identified as correct.

M b
Zi:1 Clper : 1{correctness,»:1}

Confidence,,,, = =
Zi:l l{correctnessizl}

. ()

where M is the total number of candidate answers
and C; denotes the verbalized confidence of can-
didate answers.

- Self-consistency (Type C): logit-based mea-
sures the average logit-based confidence among
the subset of candidate answers identified as cor-
rect.

M log
z P C,; -1 1 =1
Confidence;o, = =1 {correctness;=1}

)

M1
Zi:l {correctness;=1}

where M is the total number of candidate answers
and C; denotes their average log probabilities.

B.2 Features on Agent-Specific Criteria

e Per-criteria scores by LLM judges These features

are introduced to measure the successfulness from
human perspective (details in Table 5). We prompt
an LLM to score the execution results based on these
predefined criteria per subtask. For example, the ex-
ecution result of an “add” excutor, "9 apples", might
be evaluated with the following binary scores: {"accu-
racy of numerical value": 1.0, "sufficiency of context
information": 0.0, "adherence to format": 1.0}. By as-
sessing the correctness of the LLM executor’s outputs
and using these evaluations as features in training a
verification agent, we ensure that the agent’s detection
is grounded in reliable, human-aligned guidelines.®

- Self-consistency (Type A): frequency [40] mea-
sures the confidence of the executor module by
the degree of agreement among the candidate
outputs and integrates the inherent uncertainty

®Given that each subtask has a varying number of criteria, we create a one-hot
vector to indicate the specific subtask to which each sample refers. This vector
is then concatenated with a matrix containing the union of criteria columns
across all subtasks, populated with the corresponding binary values from the
execution result.
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B.3 Other Features Prompt used for using LLM evaluator with human-
e Subtask type is represented as one-hot encoding for defined criteria
all subtasks in our taxonomy. You’re a helpful assistant that evaluates an agent {agent}’s answer
in different criteria.
°
Features on Plan Struc‘tures X Your answer should always be in JSON format.
— Number of preceding subtasks is the number {‘criteria’: ‘criteria score’}."
of previous subtasks that this subtask is depend- ~ f---------------"--"--"--"-~-~-~-~-~-~-"-~--~-~-~-~-~-~--
ing on (i_e_, in_degree). We incorporate this fea- Please evaluate the following agent’s answer to a user prompt with
. . the following context information.
ture to reflect the dependency information be- If the context information is ‘None’, ignore and use your own
tween subtasks within the plan. ORI # ENE:
A . Here are some examples to help you score the agent’s answer: {agent
— Source distance measures the shortest chain examples}
The user prompt: {user}.
length to reach the current subtask as a proxy The context. infermations {context info}.
for node importance. The agent: {agent}.
The agent’s input format: {agent input}.
The agent’s output format: {agent output}.
. The agent’s answer: {answer}.
C List Of Prompts You should find the agent’s essential criteria to evaluate the answer
. . ) from {agent criteria list}
We provide the prompts used for planning, agent execution, Then, score each criterion in a float value between [0-11 in the

’criteria score’ placeholder.
Your answer should look like:
{’criteria score’: {’<criteria 1>’: <float value between [0-1]>,
X ’<criteria 2>’: <float value between [0-1]>, ’<criteria 3>’: <float
Pro lpt used for plannlng value between [0-1]>, ’<criteria 4>’: <float value between [0-1]>,
’<criteria 5>’: <float value between [0-11>} }
You are a planner responsible for creating high-level plans to solve Your  answer should always be in JSON object format:
any tasks using a set of agents. {’criteria’:’criteria score’}.
Your goal is to break down a given task into a sequence of subtasks
that, when executed correctly by the appropriate agents, will lead
to the correct solution.

and criteria evaluation by external evaluators.

D Agent Registry Curation using

For each step in the plan:

1. Describe the subtask the agent must perform. Chaln'Of‘Thought Promptlng

2. Provide a brief, self-contained description of the expected . . . .
inputs and outputs. Do not include any specific values or examples. We pIOVIde the AI practioners to examine 50 Samples reSUltll’lg
3. Provide a user prompt for each task that includes the expected from one-shot promoting, and determine which agents are

input and output information. > . K

adequate for math reasoning application. As an example, we

zizresen; you}:‘ Zlar\ as a graph where each node corresponds to a provide result fOI‘ the task in Figure 2
p, and each edge represents a dependency between two steps.

If a node requires the output from a previous node as an input,

ensure it is included in the edge list.

The output should be structured in the following JSON format:

“nodes”: <list of JSON nodes { “id”: <node id as integer>, “name”: e " o '
<assigned agent name>, “task”: <task instruction>, question": "Janet's ducks lay 16 eggs per day.
“input”: <list of inputs>, “output”: <list of outputs>}>, She eats three for breakfast every morning and
“edges”: <list of tuples [node_id, node_id]> bakes muffins for her friends every day with four.
“user_prompts”: <list of strings per node> She sells the remainder at the farmers' market daily
for \$2 per fresh duck egg. How much in dollars
Available agents: {agent taxonomy} does she make every day at the farmers' market?",
"answer": "Janet sells 16 - 3 - 4 = <<16-3-4=9>>9
Examples
{plan demonstration examples} duck eggs a day.\nShe makes 9 * 2 = $<<9*2=18>>18
every day at the farmer's market.\n#### 18",
777777777777777777777777777777777777777 "result": {
{task query} "role": "assistant",
\ "plans": {
"stepl": "Determine the total number of eggs
Prompt used for agent execution and verbalized confi- fi::zfeﬁS:Z:r:cr:atﬁzszuzggrbz:“;ig:uﬁzzzs o
dence for breakfast and baking muffins from the
total number of eggs laid per day to find
Use the following contextual information to answer: {context info}. the number of eggs she sells.",
If contextual information is “None”, answer it without external "step3": "Calculate the total revenue by
Enfograciond multiplying the number of eggs she sells
JUST PERFORM WHAT YOU ARE ASKED TO DO, DO NOT ANSWER THE QUESTION, . "
JUST BECAUSE THE QUESTION EXISTS IN THE PROMPT. by the price per egg.
Your answer should always be in JSON object format. {answer: <answer>, 3,
confidence: <confidence>}. "answers": {
777777777777777777777777777777777777777 "stepl": "Janet uses 3 eggs for breakfast
X . . and 4 eggs for baking muffins, so she uses
(subtAask 1nstruct19n prompt from the plan} + Also, provide how a total of 3 + 4 = 7 eggs per day.",
confident you are in your answer. " - ,
If not, use your own memory to execute the prompt as best as you can. e X Jaied s duels day 16 egge per cas
If you do not know the answer, your confidence should be 0.0. After using 7 eggs, she has 16 - 7 = 9 eggs
The answer format should be like {answer: <text>, confidence: <float left to sell.”,
value between [0-1]>3}. "step3": "Janet sells 9 eggs at $2 per egg,
so she makes 9 * $2 = $18 per day at
the farmers' market."
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D.1 Candidate Agents for Other Tasks

We additionally present potential agent registries for the open-
domain question answering task and fact-checking task (Ta-
ble 4). We plan to expand VeriLA to build human-verifiable
compound Al systems in these domains.

E Human-Defined Criteria for Agents

Table 5 lists evaluation criteria for each agent in our agent
registry.

F Crowdsourced Annotation Procedure

We used MTurk platform to recruit crowdworkers for labeling
the GSM8K dataset. For each instance, three labels were col-
lected from workers who passed the qualification test, with
an average pay rate of $14 per hour. For a subtask assigned to
an agent, workers were asked to annotate whether the agent’s
answer was successful or not, given its role, input, and evalu-
ation criteria. A sample interface illustrating the annotation
process is shown in Figure 7.

G Experiment Details
G.1 Dataset Statistics

We partition each dataset to evaluate our approach. First, we
reserve a held-out test set of tasks (math questions) used ex-
clusively to evaluate the performances of aggregation metrics
(Table 2). The remaining instances, which are decomposed into
subtasks, are further split into train and test sets for training
agent verifiers (Table 3). This hierarchical split ensures that
agent verifiers are validated independently of the aggregator.

Table 2: Numbers of tasks in train-test split for aggrega-
tion.

Dataset Train Test
GSMSK 444 -
Date Understanding 137 35
Object Counting 158 40

Arithmetic Multistep 123 31

Table 3: Numbers of subtasks in train-test split for agent
verifiers.

Dataset Train Test
GSMB8K 778 195
Date Understanding 327 82
Object Counting 211 53

Arithmetic Multistep 578 145

Random Forest

XGBoost

Decision Tree

MLP

Logistic Regression

AdaBoost

GaussianNB

SGD Classifier

0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
Mean CV Accuracy

Figure 6: Verifier accuracy per model across datasets:
average over 5-fold cross-validation.

G.2 Agent Verifier Accuracy Using Different
Models

We train agent verifiers separately for each dataset using the
following machine learning models: Logistic Regression [8],
SGD Classifier [3], Decision Tree [4], Random Forest [26],
AdaBoost [29], XGBoost [9], Gaussian Naive Bayes (Gaus-
sianNB) [18], and Multi-Layer Perceptron (MLP) [28]. Among
all tested models, the random forest classifier with 100 tree
estimators achieved the highest average accuracy among other
models in four datasets (0.88). Figure 6 represents the accu-
racy of the verifier models, with results averaged over 5-fold
cross-validation. Among the tested models, the random forest
classifier with 100 tree estimators achieved the highest overall
accuracy in four datasets.
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Table 4: Candidate agents for open-domain question answering or fact-checking tasks.

Agent Role Input Output Output Format
Identify Query Identify query for Wikipedia retrieval Text Text query Text
Retrieve From Wikipedia  Retrieve from Wikipedia database Text query Most relevant paragraph Text
Retrieve From DB Retrieve paragraph from selected DB Text query Most relevant paragraph Text
Brainstorm Brainstorm ideas given input format Text query Brainstormed ideas List
Rationalize Generate explanation for given input Text query Explanation Text
Classify Assign category label to the input Text query Category-labeled JSON JSON
Partition Partition the problem into sub-problems  Text query Partitioned sub-tasks List
Merge Combine multiple inputs into one List of text Combined text Text
Compare Compare two or more items List of text queries Comparison result Text
Suggest Generate improved ideas from input and ~ Text query Improved ideas List
instruction
Transform Transform text using suggested idea Text query Transformed text Text
Extract Extract smaller unit of text from input Text Extracted content Text
Rate Give rating to input List of text Sorted list by rating List
Rank Rank text based on criteria List, criteria Ranked list List
Computation Solve numerical computation task Text query Computed result Text
Format Text Generate formatted text from input and  Text, instruction Formatted text Text
instruction
Prune Remove redundant information Text query Pruned text Text
Add Add missing details to input Text query Completed text Text
Correct Correct errors in input text Text query Corrected text Text
@

3. Decide whether the Al agent's answer is accurate and follows the answer format. Provide a

Tutorial Task End

Welcome

Task: Add

You will not be compensated if you do not answer all the questions and submit the HIT.

HIT Details
In this HIT, you are evaluating an Al agent responsible for performing the add task, which involves
adding two operands. Your job is to:

1. Understand the input and output of the *add" task
2. Assess the Al agent's answer.
3. Explain your degision with some criteria,

Please fill in the blanks in the orange boxes below.

1. The task of the "add" Al agent is to take two operands and output their sum in a numerical
value.

${subtask_input}

S{subtask_output}

2. Here is the context information given to the agent.
* The context information is the output of a different AL agent
™ You do not need to assess whether the context information is accurate.

S{subtask_context}

4.

Pleas

detailed explanation for your decision.
Answer format: numerical value.

[Al Answer]

${subtask_exec)

Is the [Al answer] correct?

© Correct
O Incorrect

Explain why the Al answer is correct or incorrect

Now, you will evaluate the [Al answer] on several criteria.

[Accuracy of numerical values] Are the numerical values of the identified operands
accurate?
Yes No

[Adherence to format] Is the Al answer presented in a clear format, following the specified
formatting requirements?
Yes No

[Context sufficiency] Is the [Context information] in #2 sufficient to solve the task?
Yes No

e click on the Save and Next button.

Save and Next

‘Submit

Figure 7: Example annotation for evaluation of LLM execution result of “add” subtask. We prohibit the users from
moving on to the next page if they did not get the answer correct for questions in the tutorial.
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Table 5: Human-designed agent criteria. Each agent’s criteria are assigned by users based on their own experience
performing the task using the agent registry. Thus, these criteria are grounded in human needs and are integrated
into LLM evaluators, with their outputs used as part of our agent verifier features.

Subtask and Description Essential Criteria

Identify Operands — Identify operands with text description of each operand Accuracy: Are numerical values accurate?
Relevance: Are all operands relevant?
Coverage: Are all necessary operands identified?
Clarity: Are operand descriptions clear?
Format Adherence: Is the output correctly formatted?

Add — Add numbers or dates Accuracy: Is the sum correct?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to solve the task?

Subtract — Subtract numbers or dates Accuracy: Is the result correct?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to solve the task?

Multiply — Multiply numbers Accuracy: Is the result correct?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to solve the task?

Divide — Divide numbers Accuracy: Is the result correct?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to solve the task?

Filter — Filter a list based on a condition Relevance: Are irrelevant items excluded?
Completeness: Are all valid items included?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to solve the task?

Sort — Sort a list by an attribute Correctness: Is the order accurate?
Completeness: Are all items included?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to solve the task?

Convert Format — Convert input from one format to another Accuracy: Was the conversion correct?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to perform the conversion?

Date Lookup — Identify year, month, and day from a natural language description ~ Accuracy: Is the date correctly identified?
Format Adherence: Is the output correctly formatted?
Context Sufficiency: Is the context enough to extract the date?
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