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Abstract
Large language models (LLMs)— and in particular, their user-facing
manifestation as chatbots— are known to produce erroneous out-
puts, often misinterpreting user intent and generating incorrect
or problematic responses. These errors have led to calls for more
comprehensive, human-centered, and context-sensitive evaluation
mechanisms. To inform such evaluation mechanisms, we argue that
these failures are not solely the result of “hallucinations,” but also
of contextualization errors—systematic mistakes that arise from
the interaction between users, models, and interfaces. Contextu-
alization errors are not just a product of a model’s limitations in
isolation, but stem from failures in the user-model interaction pro-
cess. To mitigate these issues, it is necessary to evaluate not only
the correctness of the model’s responses, but also the specificity of
user inputs and the affordances of the interactive interfaces that me-
diate human-model communication. We introduce a framework for
understanding the sources of contextualization errors, identifying
three primary sources: (1) semantic underspecification, where user
prompts contain inherent ambiguity; (2)missing information, where
key contextual details are absent despite an explicit prompt; and (3)
insufficient user constraints, where users do not properly direct or
constrain the expected set of outputs. Additionally, we explore (4)
output ambiguity, where factors such as non-deterministic behavior,
token truncation, and safety mechanisms introduce inconsistencies
or collapse distinct prompts into identical responses. Finally, we
propose directions for LLM evaluation that assess the entire user-
model interaction process. We argue that to improve LLM-based
chatbot reliability, evaluations must extend beyond correctness to
scrutinize the specificity of user prompts, the expressiveness of
model outputs, and the impact of interface design. By addressing
these fundamental issues, we can develop more robust methodolo-
gies for mitigating contextualization errors and improving chatbot
usability across diverse applications.

CCS Concepts
• Computing methodologies→ Natural language generation;
• Human-centered computing→ Interaction paradigms.
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1 Introduction
Large language models (LLMs) have garnered wide-spread criticism
from both academics and main-stream media for their tendency
to generate erroneous or harmful outputs. In particular, hallucina-
tions— generations that include factually incorrect or materially
unfaithful content—have garnered much attention [18, 46]. How-
ever, as LLMs have been adapted to a variety of settings as chatbots,
including traditional chatbot interfaces (e.g., ChatGPT [33]) and
integrated chatbots (e.g., Cursor [8] or command-line APIs), other
types of errors have emerged.

In this paper, we focus on contextualization errors—errors that
occur when a chatbot incorrectly assumes a user’s intent and thus
does not appropriately respond to their prompt. The chatbot re-
sponsemight be truthful (i.e., not a hallucination), but not applicable
to the user’s interest; or, it may adopt a tone, framing, or position
that is undesirable to the prompter. For example, the capabilities
of Google Gemini were recently called into question when it re-
sponded to a request to “produce a portrait of America’s founding
fathers” with a racially diverse group of men [1]. This response
was not necessarily “incorrect” — had the user been interested in an
imaginative retelling of America’s founding, for instance, perhaps
the image would have been a well-suited response. Of course, if
the user’s goal was to generate a historically accurate rendering of
the founding fathers—which much of the surrounding discourse
assumed was the case— the resulting response was inappropriate.
In other words, because the prompt was underspecified, missing key
context about the users goals and intent, the system likely “filled in”
the missing context based on available priors or hard-coded prompt
injections.

As humans, we frequently resolve this type of ambiguity in
human-to-human interactions by relying on multi-modal contex-
tual clues, drawing on a larger body of knowledge, or simply asking
for clarification. Chatbots struggle with contextualization, however,
because they have limited access to a user’s intention and context,
primarily relying on the information present in the input prompt.

Intending to mitigate this issue and enable personalization, re-
cent advances in chatbots have included memory units [34, 43],
allowing them to personalize responses based on a user’s prior
interactions. However, memory is not a fail-safe, or necessarily an
ideal solution [3, 7, 20]. Chatbot memory as it is currently imple-
mented may reduce users’ autonomy. Users are not able to decide
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what contextual information to provide, or scope what is applicable
across interactions, and may struggle to opt out of any data col-
lection that ensues. Context that a user has previously provided
may no longer be relevant the next day, or even the next hour; thus,
while some context may be appropriate for one interaction, it may
be misleading in another.

Thus far, LLM errors have primarily resulted in increased calls
for evaluations ensuring models generations are factually correct
responses, reducing the frequency of hallucinations [32, 40]. Be-
cause contextualization errors may not be factually incorrect (but
rather the result of misalignment with the user’s goals), they are not
guaranteed to be addressed by this agenda. Our work characterizes
contextualization errors and proposes evaluation approaches to
improve their identification and correction.

In particular, we posit that instead of primarily evaluating an
LLM’s independent capabilities, we must evaluate the entire human-
model interaction process. First, as prior research has discussed
[29, 44, 47], we must evaluate a model’s ability to reason about
an underspecified prompt, as some models or training regimes
are more likely to contextualize in a way that is consistent with a
particular user or user population. To better understand how and
why contextualization errors are produced, we must also evaluate
the quality of a user’s input prompt to understand which prompts
produce the most effective outputs and what types of underspecifi-
cation are the hardest for models to resolve. Finally, human-model
interactions are often facilitated through an interface, such as a
coding-environment direct API call (e.g., API access to OpenAI’s
models), an interactive chatbot interface (e.g., ChatGPT [33] or
Claude [2]), or an LLM-integrated environment (e.g., Cursor for
code [8], CoCounsel for legal work [42], or Spellbook AI for con-
tracts [39]). Therefore, it is necessary to evaluate the ways in which
human-model interaction unfolds within a specific interface.

We first summarize related work on chatbot evaluation and
prompt underspecification (Section 2). Then, we characterize con-
textualization errors, demonstrating how they often stem from
distinct kinds of underspecification in a user’s prompt (Section 3).
Finally, we propose future work extending LLM evaluations from
specific tests of model capabilities to comprehensive evaluations of
the entire human-model generation process (Section 4).

2 Related Works
In the following section, we briefly outline the importance and
success of chatbot interfaces and then contrast hallucinations with
contextual or semantic underspecification in prompts.

2.1 Growth of Chatbots
When GPT-1 was first introduced, it received relatively little main-
stream attention. This changed with ChatGPT’s introduction in
late 2022. The chatbot, which paired an LLM with a well-designed
conversational interface, inspired a watershed of wide-spread adop-
tion, outpacing the growth of other groundbreaking technologies,
including social media [21]. Since then, competitor products (e.g.,
Claude [2]) have entered the market, while chatbots tailored for
specific settings— including medicine, law, travel services, pro-
gramming, finance, therapy, sales, and customer service, among
many others— have proliferated [8, 39, 42]. Notably, interfaces that

adopted convenient, intuitive interactions with users—abstracting
away complexity for lay-users—were necessary for growing a non-
expert user base. As datasets for chatbot tuning become more com-
mon [13, 37], interfaces remain a major differentiator in adoption
and user experience.

2.2 Evaluating Chatbots
Assessing the performance of chatbots requires specialized bench-
marks that go beyond traditional text generation metrics. While
standard measures, like ROUGE [23], evaluate text similarity, chat-
bot evaluation demands more nuanced benchmarks that assess ac-
curacy, contextual understanding, and response usefulness [15, 24,
30, 32, 40]. For example, Banerjee et al. [4] introduced an E2E (End-
to-End) benchmark specifically targeting chatbot performance.

In addition to general chatbot performance, evaluating contextu-
alization errors and user prompt interpretations remains an active
area of research. Various domain-specific benchmarks, such as those
for medical Q&A [19], mathematical reasoning [16], and legal as-
sistance [5], help assess chatbot reliability in specialized settings.
Recent research explores new methodologies for improving chatbot
fidelity, particularly in minimizing hallucinations and enhancing
response alignment with user intent [14, 15, 24, 32]. Other works
seek to benchmark chatbot dialogue [30]. Comprehensive, stan-
dardized approaches for chatbot benchmarking are still evolving,
and our work aims to bring further clarity to the kinds of errors
this work should attend to.

2.3 Hallucinations
Hallucinations are typically defined by one of two axes: faithfulness,
which ensures that generated content remains truthful to its source,
and factuality, which relates to whether the information aligns with
real-world facts [18]. As factuality is often the result of normative
agreement, its definition may focus not just on aligning model
behavior with static truths but also on recognizing the role of
evolving consensus.

Methods for detecting or responding to hallucinations vary. One
recent approach utilizes entropy-based uncertainty estimation to
identify hallucinations, measuring the model’s confidence in its
outputs to detect deviations from factual accuracy [11]. Others
train classifiers to distinguish fact from fiction [9], while adjacent
work has sought to standardize the evaluation of hallucination
detection methods through benchmarks designed for assessing
faithfulness in chatbot-generated dialogues [26]. While hallucina-
tions reflect an LLM’s tendency to generate factually incorrect or
unfaithful content beyond provided information—whether due
to model architecture, training dynamics, or inherent generative
properties— contextualization errors stem from the user-model in-
teraction process, where ambiguity in prompting or in the system’s
implementation leads to irrelevant or unwanted responses.

2.4 Semantic Underspecification in LLMs
Semantic underspecification refers to instances in language where
expressions lack complete information, necessitating additional con-
text for full interpretation. This phenomenon is intrinsic to human
communication, allowing for efficiency and flexibility. For example,
the pronoun “they” can refer to individual(s) of unspecified gender
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Semantic Underspecification

Ambiguous language in the prompt

What is a bank?

river or finance

Missing Information

Insufficient detail to complete a response

x + y = 36

Solve for z.

Insufficient User Constraints

Missing details of the user’s expectations

Generate an image of 
the founding fathers

expects

historical accuracy

expects

creative retelling

How to poison 
someone?

I can’t help 
with that.

Wolfsbane.How should 

a novel character 
poison someone?

Output Ambiguity

No one-to-one mapping between prompts and outputs

In the Prompt From the ChatBot

Figure 1: Contextualization errors occur through prompt underspecification or modeling decisions. Sources of prompt-based
contextualization errors include semantic underspecification, missing information, and insufficient user constraints. Model-
based sources of contextualization errors include output ambiguity, where different prompts may result in the same response
despite being distinct (non-injectivity), or the same prompts may result in different outputs (non-determinism).

or number, requiring contextual clues for precise understanding.
Some emphasize that such underspecification is not a flaw but a
feature that enables nuanced and adaptable communication [12].

In linguistics and natural language processing (NLP), addressing
semantic underspecification has been a longstanding challenge.
Early approaches involved creating formal, symbolic representa-
tions that captured potential meanings without generating them
explicitly. Poesio [36] and Niehren et al. [31] developed frameworks
to model underspecified semantics, enabling systems to handle am-
biguity by representing multiple interpretations simultaneously.

With the advent of LLMs, the handling of semantic underspec-
ification has gained renewed attention. Wildenburg et al. [44] in-
troduced the Dataset of Semantically Underspecified Sentences
grouped by type (DUST) to evaluate LLMs’ capabilities in identi-
fying and interpreting underspecified sentences. Pezzelle [35] and
Testoni et al. [41] explore this issue in multimodal NLP systems,
which integrate language with other modalities like vision. Their
works highlight that evenwhen grounding languagewith additional
contexts, these systems often struggle with semantic underspecifi-
cation. Such shortcomings can negatively impact performance and
lead to unintended consequences in applications relying on precise
language understanding.

3 Contextualization Errors
Contextualization errors can have many causes. In this section, we
compile four sources of contextualization errors that may ultimately
lead to uncertain outputs or ambiguous model interpretation. The
first three, discussed in Section 3.1, arise from different forms of
underspecification in a user’s prompt, including (1) semantic un-
derspecification, (2) missing information, and (3) insufficient
user constraints. A final source for error arises from the model
itself—(4) output ambiguity, discussed in Section 3.2, in which
different prompts may result in the same response despite being dis-
tinct (non-injectivity), or the same prompts may result in different
outputs (non-determinism).

3.1 Prompt underspecification
One way contextualization errors can occur is via prompts with
semantic underspecification. As discussed in Section 2, semantic
underspecification suggests there is ambiguity in the language
itself — for example, a user might be referring to a river bank or a
financial bank when they ask “what is a bank?” [22].

This is contrast to missing information, where, regardless
of the context, there is insufficient detail to complete a response
but the prompt itself is explicit. For example, a user may prompt
the model with a math question but leave out a variable, or, when
interacting with a customer service bot, may express frustration
about an experience and request a refund without communicating
specific details.

Insufficient user constraints, while similar to both seman-
tic underspecification and missing information, is distinct. When
users do not explicitly share details of their motivation, the model —
which is not aware of the user’s context in the way that another
person might be— lacks necessary constraints on the possible set
of outputs. For example, two users might input the same chatbot
prompt asking for an image of America’s founding fathers. A user
studying for a history test will expect a historically-accurate render-
ing. While another, sourcing inspiration for a creative retelling of
the nation’s founding, would be excited to see historical figures re-
interpreted as multi-racial, much like Lin-Manuel Miranda’s Hamil-
ton. There is not a universally right answer in this case, nor is there
a particularly ambiguous word or phrase. Instead, the responses
are simply misaligned with users’ implicit desires and expectations.
This expands to other scenarios where users have varying expec-
tations about how the model should behave. For example, when
inducing a data distribution, some users might want a model to
sample a random distribution iteratively in an independent fash-
ion or in an auto-regressive fashion [17]. Or, when prompting a
model to generate an image “of a CEO”, different users have dif-
ferent expectations for the CEO’s background, clothing, race, and
gender [38].

3.2 Output Ambiguity
The sources of contextualization errors described in the prior sec-
tion are primarily due to variance in user behavior. However, con-
textualization errors can also arise from implementation details of
the model, the interface, the tokenizer, or other aspects of safety
mechanism and design decisions, which lead to constraints on
expressiveness, unintended biases, token truncation, or oversim-
plification of complex queries. A user might simply be unable to
achieve the output they expect, even if they adjust their prompt,
given the limitations of the chatbot they are interacting with. We
characterize the source of these errors as output ambiguity.
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Often, this is the result non-deterministic or non-injective behav-
ior introduced in the chatbot implementation. Rather than mapping
one prompt to exactly one outcome, there are potentially many
outcomes, or different queries may result in the same outcome. Con-
sider the following scenario: two users query a customer service
bot for information about refunds. One user is unhappy, but due to
cultural norms is polite with the chatbot while asking for a refund.
Another is mostly satisfied with their experience but is checking
on how refund processes work. Whereas the first user interaction
should likely be escalated to a customer service agent, the ultimate
outcome for both users is an question-answer loop interaction with
the chatbot.

These ambiguous outcomes may arise at numerous points in
the human-model-interface pipeline. For example, the underlying
model may overgeneralize: during sentiment analysis a model could
assign the same positive score to two slightly different interactions,
the training data may not be sufficient to distinguish between the
two users’ queries, or the tokenization may cause semantically
distinct inputs to bemapped to similar or identical outputs, reducing
specificity. Interface constraints (such as max token limits) can
cause truncation or omission of key information. It may even be
the result of a softmax function applied to the model’s final layer.
While many AI models use a softmax function to convert logits
into probabilities, different input conditions can produce logits
that, after softmax, yield the same probability distribution. Although
internal representations might differ, the final output probabilities
remain indistinguishable for practical purposes.

Similarly, safety filters and alignment mechanisms may censor
or modify responses in a way that removes necessary nuance or
detail. When safety filters are applied, certain probabilities may
be reweighted or suppressed, leading to non-injectivity by forcing
different queries into the same response category, even when they
may warrant different answers. For example, if the chatbot is asked
to refund a sex toy or a BB gun, it may return a generic response
as the probabilities of restricted outputs are zeroed out, making
different inputs converge to the same “safe” output. The safety
mechanisms may even lead to an incorrect answer, depending on
their implementation. And of course, sampling randomness and
temperature settings for outputs can lead to varied outputs for the
same input, making consistency difficult.

4 Designing End-to-end Evaluations of
Chatbots in Context

We propose that evaluations should study LLM-based chatbots’
propensity for contextualization errors across the human-interface-
model pipeline. We propose some promising directions in eval-
uating LLM contextualization (Section 4.1), user specificity
(Section 4.2), and interfaces (Section 4.3).

4.1 Evaluating LLM Contextualization
Contextualization errors are a function of context. That is, contextu-
alization errors occur when the lack of specificity leads to differing
assumptions between the user and the model. If the model and user
handled ambiguity in the same way, then there is no contextualiza-
tion error. As such, there may be cases where a model’s assumptions
align better with one subset of users than another [38]. Evaluations

could compare model and human contextualization strategies and
stratify by population to understand if there is general alignment
across all models or if some models are better aligned to particular
users or human values.

Other work could investigate strategies for prompting users to
resolve ambiguity. Recent publications on uncertainty estimation
in LLMs has focused on confidence calibration given a model’s
logits [25, 27, 45]. A similar method might be built into chatbot
interactions— e.g., if the logits suggest some threshold of uncer-
tainty has been reached, the chatbot should query for additional
information. This approach also gives the user more agency in the
interaction, allowing them to specify their intent and expectations,
rather than the system inferring the “most likely” option. Chatbot
developers may worry that adding in additional interaction (i.e., to
clarify the user’s intent) will put off users due to the additional inter-
action; but we argue that it is not necessarily this straightforward.
Users may experience more frustration in the setup where they are
not prompted for clarification, and have to attempt to iteratively
understand the model’s behavior and adjust their prompt to get
the response they want. To this end, future work might empiri-
cally evaluate, if and how a back-and-forth to resolve ambiguity
affects user agency, satisfaction, frustration, or other aspects of the
experience.

These directions could utilize our distinction of different sources
of contextualization errors (Section 3). For instance, we could imag-
ine evaluating how well different chatbots handle prompts with
missing information versus prompts with semantic underspecifica-
tion. Understanding these different sources could also be helpful for
considering and evaluating mitigation strategies— e.g., a back-and-
forth interaction to resolve semantic underspecification might look
different than one intended to resolve insufficient user constraints.

In general, results from such evaluations contribute to our under-
standing of model behavior in the face of ambiguity. For instance,
prior work studying how LLMs handle homonyms has led to a better
overall understanding of model behavior [28]; similarly, broadening
evaluations to understand contextualization errors may also pro-
vide additional signal supporting interpretability or explainability
efforts.

4.2 Evaluating User Specificity
Issues that arise from underspecified prompts (e.g., semantic under-
specification, missing information, or insufficient user constraints,
as described in Section 3.1) are often challenging to identify a priori
by the prompter, to whom the intent and context of the prompt
is self-evident. In the founding fathers example, for instance, the
generated image would be surprising to a user expecting a histor-
ically accurate rendering because, to that user, they may solely
envision their interpretation of the prompt. It is only after seeing
the resulting image that it becomes clear how others might inter-
pret the prompt (i.e., what aspect of the prompt is insufficiently
contextualized). This begs a question of how systems should sup-
port users in identifying prompt underspecification before it leads
to contextualization errors.

One immediate strategy for evaluation is to quantify the speci-
ficity of a user’s prompt. For instance, building on prior work [6, 10],
specificity scoring systems could combine the rule-based linguistic
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understanding of low-level ambiguity (e.g., homonyms and typos)
with LLM agents that identify high-level missing context (e.g., user
tasks and goals). These systems may then provide an overall speci-
ficity score, highlighting parts of the prompt that are ambiguous,
and suggesting where missing context might be added. Specificity
scoring models could then be integrated into user workflows, help-
ing users improve individual prompts and encouraging prompt
writing habits that better serve user goals in the long term. Sim-
ilarly, in API settings, users might pass a prompt to the scoring
model, allowing them to iterate before deploying the prompt to
the LLM. In chatbot settings, the interface can then directly incor-
porate scoring models into user prompts in real time, suggesting
auto-completions that increase the specificity score.

Of course, these approaches must contend with the fact that
updates to the underlying model might render learned prompting
strategies less useful. Therefore, we envision that a comprehen-
sive approach to contextualization errors should not rely solely on
changing prompting behavior, but be equally invested in evaluating
and mitigating these issues through model behavior and interfaces.

4.3 Evaluating Interfaces
In addition to understanding the strengths and limitations of model
contextualization, and supporting users in creating more well-
defined prompts, future evaluations should study how chatbot inter-
faces affect contextualization errors. How do the design decisions
of a chatbot interface affect how users interpret and react to these
errors? For instance, some chatbots present multiple possible re-
sponses within an interface; others always respond with just one.
Does the former approach help users understand areas of ambiguity
and shape their future behavior? Other design decisions, such as UI
mechanisms to provide feedback, display uncertainty, or provide
context on the agent’s role, could also be studied. Evaluations could
study how human interactions with chatbots change when they
face a contextualization error, as compared to other model errors,
such as hallucinations. In general, we emphasize a need to study
human interaction with chatbots not only in an abstract sense, but
also within the specific interfaces in which they occur.

4.4 Conclusion
This paper highlights the emerging issue of contextualization errors
in LLM-based chatbots, which occur when chatbots misinterpret
user intent or fail to align with the user’s goals. Unlike halluci-
nations, these errors do not stem from factual inaccuracies but
rather from missing context, leading to responses that may meet
some notion of truthfulness but be irrelevant or undesired. We
first characterize distinct sources of contextualization errors: (1) se-
mantic underspecification, (2) missing information, (3) insufficient
user constraints, and (4) output ambiguity. Then, we argue that
addressing contextualization errors requires a shift in evaluation
approaches— from focusing solely on the correctness of model out-
puts to considering the entire human-interface-model interaction
process. This includes evaluating how different models and inter-
action strategies address contextualization errors, evaluating the
clarity and specificity of user prompts, and assessing how interfaces
contribute to or mitigate these issues.
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