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Abstract
Large Language Models (LLMs) excel in fluency but often struggle
with originality, suspense, and emotional depth in storytelling. This
study evaluates their creative storytelling capabilities in Bengali, a
language with significant dialectal diversity. Using three narrative
prompts across single-dialect and cross-dialect settings with initial
results and story continuation, we analyze AI-generated content
for coherence, creativity, and cultural relevance. Native Bengali
speakers provide qualitative feedback, highlighting key challenges
such as dialectal fidelity and narrative richness. Our findings em-
phasize the need for culturally adaptive NLP models to enhance
storytelling in low-resource languages.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI); Interaction design.
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1 Introduction
Large Language Models (LLMs) have shown impressive skills in
generating coherent and grammatically sound narratives, yet their
creative storytelling often lacks originality, suspense, and emotional
depth. Research indicates that models such as GPT-4 and BART
Large excel in fluency but tend to produce predictable and homo-
geneous stories [8, 9]. This limitation is partly due to their reliance
on vast training datasets that can lead to overfitting on common
narrative patterns. Benchmarks like CS4 reveal that these models
struggle when tasked with highly specific creative constraints [1].
Concerns have also been raised about narrative ownership and the
authenticity of AI-generated content. Recent innovations, such as
Story3D-Agent, have attempted to enhance storytelling through
procedural modeling and logical reasoning [6]. Despite these ad-
vancements, the core challenge of replicating the nuanced creativity
found in human storytelling remains unresolved. As researchers
explore the boundaries of creative AI, it is important to understand
both the strengths and the shortcomings of these systems. This dis-
cussion sets the stage for a deeper evaluation of creative storytelling
in diverse linguistic contexts.

Bengali, spoken by over 270 million people, offers a unique case
study for evaluating AI-driven creative storytelling. The language
is characterized by its dialectal diversity, with two major variants:
the West Bengal dialect and the Bangladesh dialect. Although both
dialects share a common linguistic foundation, subtle differences
in vocabulary, expressions, and cultural connotations can signifi-
cantly impact narrative style. For example, the word for “water” is
expressed as ’jol’ in the West Bengal dialect, while the Bangladesh
dialect prefers ’pani’ [4]. Such variations highlight the complex-
ity of achieving linguistic authenticity in AI-generated content.
Most existing LLMs are primarily trained on high-resource lan-
guages like English, which often results in a failure to capture
these nuanced dialect differences. This shortcoming can lead to
translations and creative outputs that lack cultural relevance. In
the context of human-AI collaborative storytelling, maintaining
cultural sensitivity while preserving creative freedom is especially
crucial. Addressing these dialect-based challenges is essential to
improve the overall user experience and mitigate potential biases
in narrative generation.
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In this study, we conduct a comprehensive evaluation of the cre-
ative storytelling capabilities of LLMs in Bengali, focusing specifi-
cally on dialectal variations. We designed three narrative prompts,
each evaluated at two stages: story initialization and continuation.
These prompts include two single-dialect examples and one cross-
dialect example, ensuring a diverse representation of storytelling
styles. To assess the effectiveness of AI-generated narratives, we col-
lected qualitative feedback from native Bengali speakers, analyzing
their perspectives on coherence, creativity, and cultural relevance.
Our findings provide insights into the strengths and limitations
of LLMs in Bengali storytelling, shedding light on key challenges
such as dialectal fidelity, narrative richness, and user perception.
This research contributes to the broader discourse on multilingual
AI, highlighting the importance of culturally adaptive NLP models
that can support creative expression in low-resource languages.

2 Background
Language and culture are deeply intertwined, and dialectal vari-
ations in Bengali reflect long-standing socio-cultural influences.
Historical factors, including British colonial policies, have played a
significant role in shaping the evolution of Bangla, contributing to
the distinct characteristics of the West Bengal and Bangladesh di-
alects [4, 5, 10, 11]. These dialects are more than just different word
choices; they serve as implicit markers of cultural and religious
identity. Bengali Muslims in Bangladesh and Bengali Hindus in
India exhibit distinct linguistic patterns that have been influenced
by historical and cultural developments [3, 7]. As LLMs become in-
creasingly used as writing tools, ensuring that they generate neutral
and culturally sensitive outputs is paramount [3]. The challenge lies
in balancing the creative assistance provided by these models with
the need to respect and represent diverse cultural narratives. Our
study aims to evaluate how well current LLMs can navigate these
dialectal variations while supporting creative storytelling. By in-
vestigating these issues, we hope to contribute to the development
of more inclusive and contextually aware AI systems [10, 11].

3 Methodology
We do a user satisfaction survey to ensure the dataset’s compre-
hensiveness and relevance while maintaining the study’s validity.
This approach allows us to evaluate how effectively LLMs handle
cultural nuances in language, ensuring they can engage respectfully
and accurately with users from diverse backgrounds, specifically
by experimenting with different dialect setups in user-centric cre-
ative writing. The user study includes names and evaluates both
same-dialect and cross-dialect conversations in creative writing
scenarios. It addresses two key aspects: initial LLM responses and
their progression over continued interactions. We examine these
interactions for both dialects to identify any existing biases. This
study builds on our previous LLM-based evaluations by incorporat-
ing more controversial issues, such as religious words, names, and
conversational complexities. These aspects could offer additional
insights, as they are challenging to measure with standard evalu-
ation methods. The user study will help us uncover and address
these complex biases.

Setup. We have conducted a user study to thoroughly evaluate
user satisfaction and understanding in writing assistance when the

LLM comprehends cultural complexities in dialects. We included
77 native Bangla-speaking participants who actively use LLMs,
consisting of 42 males and 35 females, with most participants aged
between 18 and 30. Regarding their LLM usage, the majority use
it for academic purposes (61 participants out of 77), followed by
creative uses (50 out of 77) and professional use (47 out of 77). Most
participants are regular users, as shown in Figure 4.

Case Design and Development. We developed three example case
stories using ChatGPT (GPT-4o) (as it performed the best compared
to the other models), where the LLM successfully generated stories
in Bangla. These stories included both dialects and cross-dialect us-
age. Each case consisted of two parts: initialization and continuation.
Figure 2 presents all the cases, the LLM responses, and their Eng-
lish translations. Case 1 is mainly focused on West Bengal (Hindu
majority) dialect, case 2 focuses on both dialects in a cross-lingual
fashion, and case 3 is mainly focused on Bangladesh (Muslim ma-
jority) dialect. These cases were also verified by experienced native
speakers and researchers. The translations of the case stories were
made by ChatGPT and later verified and edited as needed by the
authors.

Questionnaire Design. After presenting and evaluating the three
cases, participants were asked to evaluate the entire experience
through four statements: (3) context awareness, (4) dialect and cul-
tural sensitivity, (5) user retention, (6) consistency, and provide one
(7) overall opinion. We also collected a (8) pre-evaluation (current)
LLM usage satisfaction score. All questions use a five-point scale,
with answers ranging from 1 (strongly disagree) to 5 (strongly agree).
The questionnaire includes these questions:

(1) Correctness: In this part, I thought the LLM worked well
and correctly understood the dialect and related complexity.

(2) Quality: In this part, I thought the LLM can be more helpful
and provide better outcomes.

(3) Context Awareness: I thought the system maintained con-
text effectively throughout the writing process.

(4) Dialect and Cultural Sensitivity: I thought the system
understood and respected dialectical and cultural nuances
in language.

(5) User Retention: I would like to use LLMs for my future
writing projects.

(6) Consistency: I thought the system is consistent and works
properly in different use cases.

(7) Overall Opinion: I was pretty satisfied with the outcomes.
(8) Pre-evaluation (Current) LLM Usage Satisfaction: I am

satisfied with my current interactions with LLMs.1

We designed the questions based on the use of LLM-based writ-
ing assistants in Bangla creative works and the System Usability
Scale (SUS) [2], widely used in HCI for evaluating computing sys-
tems. The first two questions are repeated for each part, resulting
in a total of 12 questions for 6 parts (2 for each; initialization and
continuation) across 3 cases. For each part, participants rated their
opinions on two aspects: (1) correctness and (2) quality. Higher value
in (2) quality denotes current quality is lower and better quality is
expected. A snapshot of the survey form is added in Figure 3.

1It was asked before showing any case or providing any information.



Exploring Bangla Creative Storytelling Capabilities of LLMs CHI 2025, April 26 — May 1, 2025

Figure 1: Detailed user study results.

4 Findings and Discussions
Figure 1 presents the results for the survey questions, where the
length of each bar reflects the average score provided by the 77
participants, and the black line indicates the standard deviation
of response values. The first 12 bars in Figure 1 show average
values for each parts, in each questions (C1P1 means Case 1 Part 1:
initialization; C1P2 means Case 1 Part 2: continuation, and so on).

4.1 Overall Findings and Analysis
The pre-survey satisfaction score was moderate at 3.31, with signif-
icant improvements seen post-survey, reaching an overall score of
3.92. Throughout the study, correctness consistently scored higher
than quality across all cases, indicating that while the LLM gen-
erates accurate information, its presentation quality requires en-
hancement. Specifically, correctness scores ranged from 3.30 to 3.51,
whereas quality scores varied more widely, from 2.87 to 3.40.

The analysis of the data reveals a consistent pattern where the
correctness and quality scores for the continuation parts (P2) are
generally lower than those for the initialization parts (P1) across
most cases. For instance, in Case 1, Part 1 (C1P1), the correctness
score is 3.51, which drops slightly to 3.40 in Part 2 (C1P2). Similarly,
the quality score in C1P1 is 2.99, which decreases to 2.95 in C1P2.
This trend is evident in Case 2 as well, where the correctness score
declines from 3.48 (C2P1) to 3.45 (C2P2) and the quality score from
2.87 to 3.31, indicating some decrement in quality but still highlight-
ing issues in continuation. Case 3 follows a similar pattern, with a
decrease in correctness from 3.34 (C3P1) to 3.30 (C3P2), although
there is a slight increase in quality from 3.06 to 3.40. These find-
ings suggest that users perceive the LLM’s continuation responses
as more problematic and of lower quality compared to the initial
responses, pointing to a need for enhancing the LLM’s ability to
maintain consistency and quality in extended interactions.

Context awareness received the highest mean score of 4.10, re-
flecting the LLM’s strong ability to maintain and understand con-
text, which is a critical strength. However, dialect and cultural
sensitivity scored relatively lower at 3.64, suggesting a need for

incorporating more diverse dialects and cultural contexts into the
training data. User retention and consistency also scored well, with
means of 4.05 and 3.94, respectively, indicating that users find the
LLM reliable and consistent. These findings suggest that while the
LLM is effective and contextually aware, enhancing the quality of
its outputs and its sensitivity to cultural nuances will further boost
user satisfaction and overall effectiveness. By focusing on these
improvement areas, the LLM can become a more valuable tool for
its users, particularly in accurately and effectively handling diverse
linguistic and cultural contexts.

4.2 Case-wise Analysis
Figure 1 provides a comparative analysis of the LLM’s performance
across three cases, focusing on different dialects and contexts.

Case 1 (West Bengalmajority Dialect): The correctness scores
show a slight decrease from Part 1 (C1P1: 3.51) to Part 2 (C1P2: 3.40),
while the quality scores drop from 2.99 to 2.95. This indicates that
the LLM maintains relatively stable performance in terms of cor-
rectness but shows a minor decline in quality during continuation.
The standard deviations are quite high, suggesting variability in
user perceptions.

Case 2 (Cross-Dialect): This case demonstrates a more pro-
nounced change. The correctness scores decrease from 3.48 (C2P1)
to 3.45 (C2P2), and the quality scores show a notable increase from
2.87 to 3.31. This suggests that while the LLM’s correctness de-
creases slightly, the perceived quality of responses improves in
continuation, potentially indicating better handling of cross-dialect
interactions or an adaptation over time. The higher standard devia-
tion in quality scores reflects greater variability in user feedback.

Case 3 (BangladeshmajorityDialect):Here, correctness scores
decrease from 3.34 (C3P1) to 3.30 (C3P2), and quality scores increase
from 3.06 to 3.40. The pattern in this case is similar to Case 2, with
a slight decline in correctness but an improvement in quality over
continuation. This improvement in quality might suggest that the
LLM adapts well to the Bangladesh dialect over time.

Comparing Initialization and Continuation: Comparing
Part 1 (P1) and Part 2 (P2) across the cases reveals a consistent trend
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আতিক: (তিসতিতসয়ে) আতিকা, মামাবাতি গেয়ে রাহাি ভাইোর সায়ে কি মজা করব, িাই না?
আতিকা: হ্যা, আর নানুর বানায়না তিঠা-তমতি খায়বা। বাোয়নর আম গিা আয়েই! িুই তকনু্ত আজ ঝেিা করতব না।
আতিক: (মচুতক গহয়স) না, করব না। রাহাি ভাইো বয়েয়ে এবার নদীয়ি গোসে করয়ি তনয়ে যায়ব!
Atik: (Whispering) Atika, it will be so much fun with Rahat bhaiya when we go to uncle's house, right?
Atika: Yes, and we'll eat the sweets and cakes that grandma makes. And don't forget the mangoes from the garden! But you better not fight today.
Atik: (Smiling) No, I won't. Rahat bhaiya said he would take us swimming in the river this time!

আতিক ও আতিকা জমজ ভাই-গবান। িয়িও একসায়ে,  ক্লাস গিায়র। গ্রীয়ের েুটি শুরু হয়েয়ে, একিু িরই মামাবাতি গবিায়ি যায়ব িারা। অনযতদন সারাতদন দজুয়ন মারামাতর খুনসটুি করয়েও আজ িারা দজুনই চুি, গকননা, বাবা 
বয়েয়ে মারামাতর করয়ে গকাোও গবিায়ি তনয়ে যায়ব না।
Atik and Atika are twin siblings. They study together in class four. Their summer vacation has started, and soon they will be visiting their uncle's house. Although they usually spend the whole day fighting and t|easing each 
other, today they are both quiet because their father said he wouldn't take them anywhere if they fought.

Initialization:

User Satisfaction Study : Case 3
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নানা: (হাতস ময়ুখ) আয়র, গিারা এতে? এয়িা গদতর গকয়না? আতিকা, ডাব খায়ব? আতিকা: (উচ্ছ্বাতসি) হ্যা, নানা! 
নানী: (বাতির গভির গেয়ক) গক এয়সয়ে, গক এয়সয়ে? আয়র আমার গোট্ট আতিক আর আতিকা! গিামরা এয়স গেয়ো?
মামী: (খুতি হয়ে) এয়িাক্ষয়ে এয়ে গিামরা!
রাহাি: (আতিকা আর আতিকয়ক গদয়খ) তক ভাই-গবান, আজ ঝেিা হয়ব না গিা? 
আতিক: (হাসয়ি হাসয়ি) না, রাহাি ভাই, আজ গকান ঝেিা না। আয়ে িুতম বয়ো নদীয়ি কখন তনয়ে যায়ব? আজ চয়োনা!
Grandpa: (Smiling) Oh, you guys are here? Why are you so late? Atika, would you like a coconut?    
Atika: (Excitedly) Yes, Grandpa!
Grandma: (From inside the house) Who's here, who's here? Oh, my little Atik and Atika! Have you both arrived?
Aunt: (Happily) You finally made it!
Rahat: (Seeing Atika and Atik) So, siblings, there won't be any fighting today, right?
Atik: (Laughing) No, Rahat bhaiya, no fights today. But first, tell us when you'll take us to the river. Let's go today!

নানাবাতি তেয়ে গদয়খ নানা বাইয়র দ্াতিয়ে ডাব কািয়ে; আতিক ডাক তদয়ো, "নানা ভাইইইইইই!!“
When they arrived at their grandparents' house, they saw their grandfather outside cutting coconuts. Atik called out, "Grandpaaaaaaaaa!"

Continuation:
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বাবা: অতদতি, একিু ধৈযয ৈয়রা মা, আতম একিু কাজ গিষ কয়র তনতচ্ছ্ে। িারির আমরা মন্ডয়ি যাব।
অতদতি: তকনু্ত বাবা, আতম গিা অয়নকক্ষে ৈয়র অয়িক্ষা করতে!
বাবা: আতম জাতন মা, আর মাত্র দি তমতনি। িুতম িিক্ষয়ে গিামার মা'গক তেয়ে গদখাও গিা, িুতম গকমন সনু্দর কয়র গসয়জে!
Father: Aditi, please be patient, dear. I need to finish some work. After that, we will go to the pandal.
Aditi: But Dad, I’ve been waiting for a long time!
Father: I know, dear, just ten more minutes. In the meantime, why don't you go and show your mom how beautifully you’ve dressed!

গোট্ট অতদতি আজ খুব গসয়জয়ে, দেুযািুয়জা বয়ে কো! সকাে গেয়কই বাবার কায়ে এয়স বােনা, "বাবা, কখন মন্ডয়ি তনয়ে যায়ব?", "বাবা চয়োনা!" বাবারও সমে োেয়ে কাজ গসয়র গবয়রায়ি।
Little Aditi is all dressed up today; after all, it’s Durga Puja! Since morning, she’s been pestering her father, "Dad, when will you take me to the pandal?", "Dad, let's go!" Her father is also taking some time to finish his work 
before heading out.

Initialization:
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মা: (গহয়স) বাবা গিা একিু কাজ করয়ে, মা। িুই একিু ধৈযয ৈর।
অতদতির বি গবান, তরো: হ্যা অতদতি, একিু অয়িক্ষা কর। আমরা সবাই তময়ে যায়বা মণ্ডয়ি, আর িুই গিা এি সনু্দর গসয়জতেস!
মা: ঠঠক বয়েতেস তরো। আর অতদতি, মন্ডয়ি তেয়ে মা দেুযার কায়ে আমার জনয একিু প্রােযনা কতরস গিা, মা।
অতদতি: (উচ্ছ্বাতসি হয়ে) ঠঠক আয়ে মা, আতম মা দেুযার কায়ে গিামার জনয প্রােযনা করয়বা!
Mother: (Smiling) Dad is doing some work, dear. Be a little patient.
Aditi's older sister, Riya: Yes, Aditi, wait a bit. We'll all go to the pandal together, and you look so beautiful!
Mother: That's right, Riya. And Aditi, when you go to the pandal, please say a prayer to Goddess Durga for me.
Aditi: (Excitedly) Okay, Mom, I'll pray to Goddess Durga for you!

অতদতি গদৌয়ি গেয়ো িার মায়ের কায়ে, "মা, গদয়খানা, বাবা আমায়ক গমোে তনয়ে যায়চ্ছ্ে না! কয়িা গদতর হয়ে গেয়ো বয়ো?"
Aditi ran to her mother, "Mom, look, Dad isn't taking me to the fair! How much longer will it be?"
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রাতি: সন্দীি, চাকতর গিা সবাই গখ্ায়জ। আমরা একিু তভন্ন তকেু কতর, কতিিি তদয়ে গকমন হে?
সন্দীি: হ্যা রাতি, আমায়দর ইউতনক আইতডো যতদ হে, িাহয়ে সবাই আকৃি হয়ব।
রাতি: ঠঠক বয়েতেস। ভাবতে, কতির সায়ে তকেু গপিিাে গডসািয রাখব। িুই কী বতেস?
সন্দীি: দারুে আইতডো! আর সু্টয়ডন্িয়দর জনয তডসকাউন্ি তদয়ে আরও ভায়ো চেয়ব।
Rafi: Sandeep, everyone looks for jobs. How about we do something different and start a coffee shop?
Sandeep: Yes, Rafi, if we have a unique idea, everyone will be attracted to it.
Rafi: You're right. I'm thinking of offering some special desserts with the coffee. What do you think?
Sandeep: Great idea! And if we offer discounts for students, it will do even better.

রাতি আর সন্দীি ভায়ো বনু্ধ। দজুন একসায়েই িয়িয়ে অনায়সয; এ বেরই িাি কয়র গবরুয়ব। তকনু্ত চাকতর গখ্াজার বদয়ে িায়দর মাোে ভূি গচয়িয়ে কতিিি গদোর!
Rafi and Sandeep are good friends. Both studied honors together and will graduate this year. But instead of looking for jobs, they've got the idea of starting a coffee shop stuck in th|eir heads!
Initialization:

User Satisfaction Study : Case 2
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তিয়সিমাই (আইতডো শুয়ন): গিামায়দর কতিিয়ির আইতডো শুনোম। দারুে গিা! গকান ৈরয়নর কতি রাখয়ব ভাবয়ো?
রাতি: আমরা তবতভন্ন ৈরয়নর কতি রাখয়ি চাই, সায়ে তকেু গপিিাে গডসািয। আিতন যতদ তকেু িরামিয গদন, খুব উিকার হয়ব।
তিয়সমিাই: অবিযই! আমায়দর গবকাতরর তকেু গরতসতি গিামায়দর কায়জ োেয়ি িায়র।
তিতসমা: আয়রকিা কো, গ্রাহকয়দর সায়ে ভায়ো সম্িকয  েিা খুব জরুতর। িুতম গখোে গরয়খা।
সন্দীি: ঠঠক বয়েয়ো তিতসমা। আমরা গসিা মাোে রাখব।
Uncle (after hearing the idea): I heard about your coffee shop idea. It's great! What kind of coffee are you planning to offer?
Rafi: We want to offer various types of coffee along with some special desserts. If you could give us some advice, it would be very helpful.
Uncle: Of course! Some recipes from our bakery might be useful to you.
Aunt: One more thing, building a good relationship with customers is very important. Make sure you pay attention to that.
Sandeep: You're right, Aunt. We'll keep that in mind.

সন্দীয়ির তিয়সিমাই এর একিা গবকাতর িি আয়ে। িাই রাতির ময়ন হে উনার সায়ে গদখা কয়র তকেু িরামিয তনয়ে ভায়ো হে। গযই ভাবা গসই কাজ, িরতদন সন্ধযাে সন্দীয়ির তিয়সিমাই-এর বাসাে।
Sandeep's uncle has a bakery shop. So Rafi thought it would be good to meet him for some advice. As soon as they thought of it, they did it. The next evening, they were at Sandeep's uncle's house.

Continuation:
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Further Input and modification:

Figure 2: All designed cases for the user study.
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where correctness scores generally decrease and quality scores ei-
ther drop or slightly increase in continuation parts. For instance,
in Case 1, correctness falls from 3.51 (P1) to 3.40 (P2), and quality
drops from 2.99 to 2.95. Case 2 shows a small decline in correct-
ness from 3.48 to 3.45 but an increase in quality from 2.87 to 3.31.
Similarly, in Case 3, correctness decreases from 3.34 to 3.30, while
quality improves from 3.06 to 3.40. These patterns suggest that while
the LLM’s correctness tends to diminish over continued interac-
tions, the perceived quality of responses can vary, often improving
or stabilizing in P2. This indicates a potential trade-off between
maintaining accuracy and enhancing response quality in extended
interactions.

Figure 3: A snapshot of the survey form (Case 1, Part 1).

Figure 4: LLM use frequency of the participants.

4.3 Observation
LLMs show varying performance across different dialects, with
noticeable improvements in quality in continuation parts for Cases
2 and 3. This suggests that the model may benefit from additional
training on dialect-specific data to enhance its performance. The
variability in standard deviations indicates inconsistent user expe-
riences. Addressing these inconsistencies could improve overall
satisfaction. Both Cases 2 and 3 show improved quality in continu-
ation parts, suggesting that extending interactions can sometimes

enhance performance. However, the overall decrease in correctness
highlights a need for better maintenance of accuracy in extended
responses. To address the observed biases and performance issues,
incorporating more diverse and representative dialect data could
improve the LLM’s handling of various linguistic contexts.

5 Discussion
The user study results indicate a mixed performance of the LLM in
handling creative storytelling across dialects. Overall satisfaction
improved from a moderate pre-survey score of 3.31 to 3.92 post-
interaction, demonstrating that users recognized some potential
in the system. Correctness ratings were consistently higher than
quality ratings, suggesting that while the LLM accurately processed
input and maintained context, its narrative quality—especially in ex-
tended interactions—needs improvement. The continuation phases
(P2) generally showed a decline in correctness compared to the
initialization phases (P1), highlighting challenges in sustaining the
initial performance level over time. Variability in user feedback,
reflected by higher standard deviations in quality scores, points to
inconsistent experiences across different cases. Notably, strong con-
text awareness scores indicate that the system effectively retains
dialogue context, a key strength in narrative generation. However,
lower scores in dialect and cultural sensitivity underscore the neces-
sity for more comprehensive dialect-specific training data. These
findings collectively emphasize the need for balanced model tuning
to enhance both factual accuracy and creative richness.

A case-wise analysis further reveals nuanced differences in per-
formance based on dialectal settings. In Case 1, which focused
on the West Bengal dialect, slight declines were observed in both
correctness and quality during the continuation phase, suggesting
stable yet modest performance. Conversely, Cases 2 (cross-dialect)
and 3 (Bangladesh dialect) showed minor drops in correctness but
notable improvements in quality over time, hinting at an adap-
tive narrative approach that might resonate better with users in
these contexts. The variations in standard deviations across cases
highlight that user experiences are not uniform, reinforcing the
importance of addressing underlying inconsistencies. The data im-
ply that extended interactions can either exacerbate or mitigate
perceived quality, depending on the dialect context. This trade-off
between maintaining high correctness and enhancing narrative
quality remains a critical area for further refinement. Tailoring
training strategies to account for specific cultural and linguistic
nuances could help reduce biases and improve overall performance.
These insights set the stage for targeted model enhancements in
multilingual and culturally diverse applications.

5.1 Limitations
This study has several limitations. The user study’s sample size and
demographic composition may not fully represent the diversity of
native Bangla speakers. Our evaluation focused on specific creative
storytelling scenarios, which might not capture the full spectrum
of narrative challenges. Self-reported measures introduce potential
biases that could affect the reliability of the feedback. The controlled
environment of the study may not reflect real-world interactions
with LLMs. Additionally, the exploration of dialectal variations
was limited, leaving room for more comprehensive analysis. Future
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research should address these gaps by incorporating larger, more
diverse samples and broader evaluation contexts.

6 Concluding Remarks
In conclusion, this work underscores the complexities of deploying
LLMs for creative storytelling in linguistically diverse environments
like Bengali. The study demonstrates that while the LLM excels in
maintaining context and delivering accurate initial responses, its
performance tends to decline over extended interactions, particu-
larly in terms of correctness. The observed gap between correctness
and narrative quality suggests that creative storytelling requires
not only factual accuracy but also sustained engagement and cul-
tural sensitivity. Our case-wise analysis indicates that tailored ap-
proaches are necessary to address the unique challenges posed by
different dialects, as evidenced by the varying performance across
West Bengal, cross-dialect, and Bangladesh settings. Enhancing
the model with more diverse dialectal data and refined feature en-
gineering is crucial to mitigate biases and improve consistency.
Overall, these findings contribute to a deeper understanding of the
balance between creative freedom and accuracy in AI-generated
content. Future research should focus on integrating culturally
adaptive techniques to further enrich narrative quality. This work
thus marks a significant step toward developing more inclusive and
contextually aware LLMs for low-resource languages.
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